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AbVWUacW: 7KH JUDGXDO JURZWK RI VROLG ZDVWH LQ WKH XUEDQ DUHD KDV EHHQ DQG LV EHFRPLQJ D JUHDW FRQFHUQ IRU 
KXPDQ KHDOWK, DQG FRXOG UHVXOW LQ HQYLURQPHQWDO SROOXWLRQ DQG PD\ EH KD]DUGRXV WR KXPDQLW\ LI QRW SURSHUO\ 
GLVSRVHG. :LWK WKDW EHLQJ VDLG, DQ DGYDQFHG ZDVWH PDQDJHPHQW V\VWHP LV QHFHVVDU\ WR PDQDJH D YDULHW\ RI 
ZDVWH PDWHULDOV. 7KH PRVW LPSRUWDQW VWHS RI ZDVWH PDQDJHPHQW LV WKH VHSDUDWLRQ RI WKH ZDVWH LQWR WKHLU 
GHVLJQDWHG FDWHJRULHV. 7KLV SURFHVV LV XVXDOO\ GRQH E\ PDQXDOO\ KDQG-SLFNLQJ DQG VRUWLQJ WKHP LQWR WKHLU 
GHVLJQDWHG ELQV. IQ RUGHU WR VDYH WLPH DQG VLPSOLI\ WKH SURFHVV, QXHHQ¶V :DVWH :L]DUG LQWURGXFHV D ZDVWH 
FODVVLILFDWLRQ FRPSXWHU YLVLRQ PRGHO, ZKLFK LV GHYHORSHG XVLQJ D SUH-WUDLQHG UHVLGXDO QHW (EIILFLHQWNHW-B3) 
CRQYROXWLRQDO NHXUDO NHWZRUN PRGHO, D PDFKLQH OHDUQLQJ WRRO. 7KH PRGHO LV XVHG WR FODVVLI\ ZDVWH LQWR 
GLIIHUHQW JURXSV VXFK DV BlXe Rec\cling, Gre\ Rec\cling, Landfill DQG OrganicV. OXU ILUVW SURSRVHG V\VWHP 
ZDV DEOH WR DFKLHYH DQ DFFXUDF\ RI 98% RQ WKH YDOLGDWLRQ GDWDVHW. AQ RYHUDOO 80% DFFXUDF\ ZDV DFKLHYHG RQ 
RXU WHVWLQJ GDWDVHW ZLWK PRUH UHDOLVWLF H[DPSOHV ZLWK EDFNJURXQG QRLVH. 7KLV PHWKRG LV H[SHFWHG WR EH IDVWHU, E\ 
LPSOHPHQWLQJ WKH SURSRVHG V\VWHP ZLWKRXW RU OLWWOH KXPDQ LQYROYHPHQW. 
 
 

1. INTRODUCTION 
 

1.1 MoWiYaWion  
 

Globall\, annXal solid ZasWe is e[pecWed Wo reach 2.2 
billion Wons b\ 2025 [1]. Improper ZasWe managemenW 
ma\ lead Wo hXge economic, enYironmenWal, and pXblic 
healWh issXes. As a resXlW, Where is a clear need for 
proper ZasWe managemenW ZiWhin pXblic spaces Zhere 
a large proporWion of ZasWe is improperl\ discarded. 
 
In 2016, Whe ZasWe diYersion raWe of QXeen¶s 
UniYersiW\ Zas measXred Wo be 43.23%, hoZeYer, oYer 
85% of Whe cXrrenW ZasWe sWream Zas composed of 
iWems WhaW can be diYerWed from landfills [2]. While 
QXeen¶s UniYersiW\ has alread\ deplo\ed a ZasWe 
lookXp applicaWion, Whis Wool reqXires a high amoXnW of 
Xser inpXW. In conWrasW, compXWer Yision models onl\ 
reqXire Whe Xser Wo Wake a single image of Whe ZasWe 
iWem for classificaWion. This W\pe of applicaWion ma\ 

help increase Whe ZasWe diYersion raWe on campXs b\ 
redXcing Whe amoXnW of misclassified ZasWe. 
 
While Where are e[isWing compXWer Yision models for 
ZasWe classificaWion, Where is limiWed Xse of sXch 
models ZiWhin pXblic spaces. Man\ models inclXding 
Whose Xsing Ale[NeW [3] and IncepWion-ResNeW [4] haYe 
been Wrained for ZasWe classificaWion, hoZeYer, Whese 
models are large and reqXire a large nXmber of 
parameWers Wo achieYe high accXrac\. ConseqXenWl\, 
man\ of Whese models are Xnable Wo rXn on easil\ 
deplo\able machines sXch as WableWs. 
 
1.2 RelaWed Works  
 
According Wo a paper pXblished in 2019 b\ QXoc V. Le 
and Ming[ing Tan from Cornell UniYersiW\, 
EfficienWNeW is a conWinXoXs famil\ of models creaWed 
b\ scaling each dimension ZiWh a fi[ed seW of scaling 
coefficienWs. As a resXlW, Whe depWh, ZidWh and 
resolXWion of each YarianW of Whe EfficienWNeW models 
shoXld be hand-picked Wo deWermine Whe besW accXrac\. 

6



For insWance, in a model Xsed Wo classif\ SWanford 
Dogs, Whe model EfficienWNeW B0 Zas Xsed. IW has been 
shoZn in Whe sWXd\ WhaW Wransfer learning resXlW is beWWer 
for increased resolXWion if inpXW images remain small. 
HoZeYer, Zhen Wraining EfficienWNeW on smaller 
daWaseWs, Whe model faces a risk of oYerfiWWing iWs daWa. 
Hence, daWa aXgmenWaWion and pre-processing are 
imporWanW for EfficienWNeW. In oWher Zords, a XsefXl Wip 
is WhaW in some cases, iW mighW be beneficial Wo Xnfree]e 
onl\ a porWion of Whe la\ers raWher Whan all, as Whis 
makes fine-WXning mXch fasWer Zhen Xsing larger 
models like B7. AnoWher aspecW Wo keep in mind is WhaW 
larger YarianWs of EfficienWNeW do no gXaranWee 
improYed performance, especiall\ for Wasks ZiWh liWWle 
daWa and feZ classes. In sXch a case, Whe larger YarianW 
of EfficienWNeW chosen, Whe harder iW is Wo WXne 
h\perparameWers. In conclXsion, iW¶s imporWanW WhaW Whe 
deYelopers Wake Wime and e[perimenW ZiWh all YarianWs 
and pla\ aroXnd ZiWh Whe la\ers in order Wo receiYe Whe 
besW accXrac\. 
 
1.3 Problem DefiniWion 
 
The Xse of EfficienWNeW for ZasWe classificaWion ma\ be 
ideal in pXblic spaces Zhere models ZiWh larger and 
more comple[ archiWecWXres are Xnable Wo rXn on small 
deYices. Models sXch as ResNeW scale Xp 
ConYolXWional NeXral NeWZorks (ConYNeWs) b\ adding 
more la\ers, and b\ scaling b\ depWh [5]. HoZeYer, iW 
is noW knoZn if Whis is Whe mosW efficienW scaling 
algoriWhm as preYioXsl\, Whe process of scaling Xp 
ConYNeWs Zas poorl\ XndersWood. This creaWes a 
problem in siWXaWions Zhere models reqXire a smaller 
si]e, \eW sWill reqXire high accXrac\. 
 
EfficienWNeW Xses a neZ meWhod of scaling Wo achieYe 
beWWer accXrac\ and efficienc\ greaWer Whan mosW 
WradiWional ConYNeWs [5]. Unlike conYenWional 
approaches Wo model scaling, Zhere neWZork 
dimensions are arbiWraril\ scaled, EfficienWNeW scales 
each dimension ZiWh a fi[ed seW of scaling coefficienWs 
[5]. This resXlWs in a higher leYel of accXrac\ and 
efficienc\. FXrWhermore, EfficienWNeW has seYeral 
differenW Yersions along ZiWh EfficienWNeWLiWe Yersions 
WhaW are specificall\ designed Wo rXn on mobile deYices 
[5]. 
 
For ZasWe classificaWion, iW is necessar\ for a model Wo 
classif\ ZasWe qXickl\ and accXraWel\. FXrWhermore, 
Zhen deplo\ed in a pXblic space, iW is also necessar\ 
for Whe model Wo rXn on deYices ZiWh limiWed sWorage 

capaciW\. DXe Wo Whe high efficienc\ and accXrac\ of 
Whe EfficienWNeW, iW is an opWimal compXWer Yision 
model Wo reWrain for Whe pXrpose of ZasWe classificaWion. 
 

2. METHODOLOGY 
 
2.1 Training DaWa 
 
The goal of oXr model is Wo sXccessfXll\ classif\ 
common ZasWe iWems inWo foXr differenW caWegories. 
These caWegories are blXe rec\cling (glass, plasWic, and 
meWal), gre\ rec\cling (paper and cardboard), along 
ZiWh organics, and landfill. These Zere based off Whe 
sorWing caWegories in KingsWon OnWario, as Whis is Whe 
preliminar\ locaWion Whe model Zill be deplo\ed. 
Using nXmeroXs pXblic daWabases online, a collecWion 
of 4637 images Zas esWablished for Wraining daWa, 
sXmmari]ed in Table 1. The qXanWiW\ of each caWegor\ 
Zas modified oYer Wime Wo reflecW Whe difficXlW\ Whe 
model had of classif\ing WhaW caWegor\.  
 
7DEOH 1: 6XPPDU\ RI 7UDLQLQJ DDWD 

CaWegoU\ Image QXanWiW\ 
BlXe Rec\cling 889 
Landfill 1046 
Organic 2301 
Gre\ Rec\cling 404 
ToWal  4637 

2.2 Model FrameZork  
 
To ma[imi]e Whe accXrac\ of Whe model, e[WensiYe 
research Zas condXcWed Wo deWermine Whe mosW 
appropriaWe frameZork. EfficienWNeW Zas foXnd Wo be 
Whe mosW appropriaWe for Whis applicaWion as iW can 
achieYe high accXrac\ on Whe ImageNeW daWaseW, Zhile 
minimi]ing Whe nXmber of parameWers. This is Yer\ 
imporWanW for Whis applicaWion as Whe model Zill be rXn 
on an android WableW ZiWh limiWed compXWing poZer and 
mXsW be capable of classif\ing an image in Xnder a 
second. EfficienWNeW models beWZeen B0 and B5 Zere 
WesWed on oXr daWa, and iW Zas foXnd WhaW Whe increase in 
inpXW si]e from B0 Wo B3 caXsed significanW 
improYemenWs in accXrac\, bXW fXrWher scaling had 
limiWed improYemenWs. IW Zas Wherefore deWermined WhaW 
Xsing Whe EfficienWNeW B3 frameZork Xsing preWrained 
ZeighWs from Whe ImageNeW daWaseW Zas Whe mosW 
appropriaWe baseline model. To Wailor Whe model Wo Whis 
applicaWion, an aYerage pooling la\er, along ZiWh baWch 
normali]aWion, dropoXW, and fXll\ connecWed la\ers 
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Zere added on Wop of EfficienWNeW. A sXmmar\ of Whe 
cXrrenW model can be seen in FigXre 1.  

 
FLJXUH 1: FUDPHZRUN RI LPDJH FODVVLILFDWLRQ PRGHO 

 
2.3 Training 

 
The model Zas When Wrained for 20 epochs, XnWil Whe 
YalidaWion seW accXrac\ plaWeaXed. Wo increase Whe si]e 
of Whe Wraining daWaseW, daWa aXgmenWaWion Zas Xsed 
inclXding roWaWing, ]ooming, shifWing and flipping Whe 
preliminar\ Wraining images. The model Zas Wrained in 
mini baWches of 128 images, and learning raWe deca\ 
Zas Xsed Wo ma[imi]e Whe YalidaWion seW accXrac\. 
Before Wraining, 10% of Whe daWa Zas seW aside as Whe 
YalidaWion seW Zhich Zas Xsed Wo measXre Whe progress 
of Whe Wraining. The accXrac\ and loss fXncWion of Whe 
Wraining and YalidaWion seWs are seen beloZ in FigXre 2. 

 
FLJXUH 2 AFFXUDF\ DQG LRVV IXQFWLRQ RI WUDLQLQJ DQG YDOLGDWLRQ GDWD 

As Whe Wraining and YalidaWion seW are noW enWirel\ 
represenWaWiYe of acWXal images seen b\ Whe model Zas 
deplo\ed, a WesW seW Zas deYeloped Wo eYalXaWe Whe 
model more accXraWel\. Each of Whe foXr Weam 
members Wook appro[imaWel\ 100 images of common 
ZasWe iWems aroXnd Wheir home, in siWXaWions more 
represenWaWiYe of ZhaW Whe model Zill be e[pecWed Wo 
classif\. These Zere When rXn WhroXgh Whe model Wo 
predicW hoZ accXraWel\ Whe s\sWem ZoXld perform 
Zhen deplo\ed. 
 

3. RESULTS AND DISCUSSION 
B\ Wraining Whe model shoZn aboYe for 20 epochs, a 
peak YalidaWion seW accXrac\ of 97% Zas achieYed. The 
predicWed caWegories compared Wo Whe WrXe caWegories of 
Whe YalidaWion seW for each of Whe caWegories is YisXali]ed 
in Whe confXsion maWri[ in FigXre 3.  

 
FigƵre ϯ͗ Normaliǌed confƵsion maƚriǆ of ǀalidaƚion seƚ 

The WesWing daWa collecWed b\ Whe Weam Zas When rXn 
WhroXgh Whe model, prodXcing an accXrac\ of 80%. This 
is likel\ represenWaWiYe of Whe accXrac\ Whe model 
achieYes Zhen deplo\ed aroXnd campXs, indicaWing WhaW 
Where is sWill fXrWher Zork Wo be done. The predicWed 
caWegories compared Wo Whe WrXe caWegories of Whe WesW seW 
for each of Whe caWegories is YisXali]ed in Whe confXsion 
maWri[ in FigXre 4. 

 
FLJXUH 4: NRUPDOL]HG FRQIXVLRQ PDWUL[ RI WHVW VHW 
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TesWing reYealed WhaW Where Zas a significanW drop in 
accXrac\ beWZeen Whe YalidaWion seW and WesW seW. This 
means WhaW Whe daWa Xsed in Whe Wraining and YalidaWion 
seWs are noW enWirel\ represenWaWiYe of Whe WesWing seW, 
Zhich e[plains Whe drop in accXrac\. When e[amining 
Whe Wraining daWa, Whe majoriW\ of Whe phoWos are Waken 
ZiWh ZhiWe backgroXnds, good lighWing, and ZiWh Whe 
objecW Waking Xp Whe majoriW\ of Whe frame. This is noW 
Whe case ZiWh Whe WesWing daWa Zhere Whe backgroXnd is 
ofWen a significanW parW of Whe image, Waken in less Whan 
ideal lighWing condiWions. To improYe Whe performance 
of Whe model on represenWaWiYe images, Whe Wraining seW 
ZoXld need Wo be fXrWher e[panded, or Whe qXaliW\ of Whe 
represenWaWiYe images ZoXld need Wo be improYed b\ 
redXcing backgroXnd and lighWing effecWs.  
 
 

4. CONCLUSIONS AND FUTURE WORK 
 
Rec\cling can be Woo easil\ conWaminaWed Zhen people 
do noW ensXre Wheir ZasWe is placed in Whe proper bin. 
This can be e[Wremel\ damaging Wo Whe rec\cling 
iniWiaWiYes and efficiencies. This projecW has 
accomplished Whe Wraining and deplo\menW of a 
conYolXWional neXral neWZork Wo properl\ classif\ 
ZasWe iWems inWo Wheir respecWiYe caWegories: blXe 
rec\cling, gre\ rec\cling, landfill, and organic. This 
Zas done Xsing Wransfer learning from Whe EfficienWNeW 
model Zhich has been conYerWed inWo a TensorfloZLiWe 
model Wo be deplo\ed locall\ on an Android WableW. 
This model Zill be Xsed on QXeen¶s campXs Wo help 
QXeen¶s sWXdenWs rec\cle more responsibl\.  
 
The model can properl\ classif\ common ZasWe iWems 
ZiWh a 98% accXrac\ on Whe YalidaWion seW. EYen ZiWh 
backgroXnd noise, acWiYiW\ in Whe backgroXnd of 
images, WhaW is commonl\ foXnd in realisWic 
deplo\menW of sofWZare sXch as Whis one, Whe model is 
sWill able Wo perform ZiWh 80% accXrac\. 
 
CXrrenWl\ Whe deYelopmenW on Whe Android applicaWion 
is ongoing. AlWhoXgh Whe model is compleWel\ 
fXncWional in Whe Android applicaWion Whe Xser 
e[perience is sWill being improYed for ease of Xse Wo 
QXeen¶s sWXdenWs. Along ZiWh improYed UX addiWional 
resoXrces are being implemenWed inWo Whe app so WhaW in 
conjXncWion ZiWh Whe model Whe Weam can ensXre 
sWXdenWs haYe asseWs easil\ accessible Wo compleWel\ 
responsibl\ dispose of Wheir ZasWe iWems. One of Whe 
major addiWions Wo Whe applicaWion is common 
e[cepWions ZiWh Whe ZasWe disposal insWrXcWions. On 

campXs cerWain prodXcWs are specificall\ designed Wo be 
composWable eYen WhoXgh YisXall\ enWire plasWic and 
similar cases. This is being done ZiWh locaWion specific 
iWems so WhaW managers of Whis sofWZare can easil\ seW 
Whe locaWion of Whe WableW Wo proYide locaWion specific 
insWrXcWions and sXggesWions.  
 
FXWXre sWeps also inclXde Whe secXre insWallaWion of 
Android WableWs. To ensXre Whe secXriW\ of Whe WableWs 
Whe\ are being insWalled ZiWh brackeWs aW Whe mosW 
popXlar locaWions on campXs. This Za\ Whe model can 
be deliYered ZiWh ease of Xse and peace of mind from 
an\ Yandalism or WhefW.  
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Abstract: As diabetes prevalence continues to accelerate globally, methods to better monitor diabetes 
progression are critical in enabling effective preventative action and reducing the burden on local healthcare 
systems. Current prognostic models often prioritize between interpretability, by way of stratification on a small 
set of lab values, and predictive accuracy using deep learning methods on high dimensional data. The objective 
of this study is to develop a wholistic diabetes risk model that has strong predictive ability and maintains 
interpretability. Recurrent neural network models were developed on rich EMR data to predict the onset of 10 
diabetes-related complications and time series forecasting of six clinically relevant lab tests was used for risk 
stratification following American Diabetes Association clinical guidelines. We achieved AUC scores greater 
than 85 for 5 out of ten complication onset models, while lab value forecasting for risk stratification using 
LSTM and ARIMA models achieved satisfactory RMSE values. In combination, our models provide a 
comprehensive understanding of the relative risk level for individuals with diabetes.   
 
 

1. INTRODUCTION 

1.1 Motivation  
 
The global diabetes burden is expected to increase 
from 463 million people in 2019 to 578 million people 
by 2030 with developed countries seeing the greatest 
increase in prevalence rates [1]. In Canada, diabetes 
prevalence is expected to increase from 11,232,300 in 
2020 to 13.6 million or 32% of all Canadians by 2030. 
Moreover, the increase in diabetes prevalence presents 
a significant burden on the health-care system. With 
the direct cost to the Canadian healthcare system 
expected to increase from 3.8 billion in 2020 to 4.9 
billion by 2030 [2].  
 
Thus, it is critical to develop improved monitoring 
methods to track the overall health status of those 
living with diabetes to reduce the diabetes burden on 
the healthcare system and to ensure preventative 
action can occur before development of life-
threatening complications.  
 

1.2 Related Works  
 
Due to the complex and diverse pathophysiology of 
diabetes, the American Diabetes Association (ADA) 
recommends individualized treatment and medication 
plans [3]. As such several studies have focused on 
personalizing treatment by scoring, or stratifying, the 
relative health of diabetic patients using clinical test 
values. These stratification methods allow for better 
resource allocation, help clinicians better monitor the 
relative health of their patients and have shown to 
improve overall diabetes outcomes [4].  
 
More recently, several prognostic machine learning 
models have been developed alongside the increased 
adoption of electronic medical records (EMR) systems 
by healthcare providers. Excellent in finding statistical 
patterns in rich data, Ljubic et. al. demonstrated the 
potential for deep learning models trained on EMR 
data for Al]heimer¶s onset prediction. To captXre the 
richness of EMR data they trained separate LSTM 
models on diagnoses, lab tests, and drug domains. The 
drug and lab test domains produced the best results 
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with 0.985 and 0.986 AUPRC respectively while the 
diagnoses domain achieved 0.651 AUPRC [5]. 
 
1.3 Problem Definition 
 
The complex nature of diabetes and related 
complications make it difficXlt to qXantif\ a patient¶s 
diabetic risk level. Earlier approaches attempt to 
quantify risk by stratifying diabetic patients on a small 
subset of well-controlled clinically relevant lab tests. 
While stratification by this means is well adopted due 
to increased interpretability and practicality in a 
clinical environment, it severely under-utilizes the 
Zealth of data aYailable in toda\¶s EMRs.  
 
On the other hand, recent deep learning models have 
taken advantage of high-dimensional data sources and 
have shown high prediction accuracy for prognostic 
disease models. HoZeYer, dXe to the µblack bo[¶ 
nature of deep learning models and a subsequent lack 
of interpretability, deep learning models have not seen 
wide-spread adoption in a clinical setting.  
 
Our goal is to develop a wholistic risk model for 
diabetic patients that monitors and predicts their 
overall diabetic health using diabetes stratification 
methods while also predicting the onset of diabetes 
related complications using high accuracy machine 
learning models. 
 

2. METHODOLOGY  
2.1  Data 
 
To create a comprehensive risk profile for diabetic 
patients, we developed two time-series models on 
EMR data from the Canadian Primary Care Sentinel 
Surveillance Network (CPCSSN). The CPCSSN 
database is comprised of anonymized clinical 
information from patients presenting with a wide 
variety of diseases and is split into several domains 
such as billing information, patient demographics, lab 
tests and medication [6]. Our first model used the lab 
and exam domains to forecast the values of 6 clinically 
relevant lab tests while our second model used billing, 
demographic, lab, and exam domains to predict the 
onset of diabetes-related complications. Diagnosis¶ 
codes were found in the billing domain and were 
represented using International Classification of 
Diseases-Ninth Revision codes (ICD9).  
 
2.2  Diabetes Stratification 

 
Following the American Diabetes Association (ADA) 
clinical guidelines [3], stratification levels were 
calculated for HbA1C, blood pressure (systolic and 
diastolic), high- and low-density lipoproteins and 
triglycerides, and albumin/creatinine ratio lab results. 
Two threshold values for each lab test determined the 
relative stratification level, 1 to 3, of patients where a 
score of 1 represented low values, 2 represented 
normal values, and 3 represented high values. The 
scores for HbA1C, blood pressure, lipids, 
albumin/creatinine ratios and multi-category lipid 
averages were found and summed to generate a final 
risk score.  
 
Given the time series nature of EMR data, ARIMA 
and RNN models were used to forecast the selected lab 
values. The ARIMA model is a widely used statistical 
method for analyzing time series data. The model takes 
three parameters p,d,q where p is the order of the AR 
(autoregressive) term or lag order, d is the differencing 
order, and q is the order of the MA (moving average) 
term respectively. We used the standard parameters of 
p = 5, d = 1, m = 0 for our analysis.  
 
Outliers from the series were removed by only taking 
data that fell within the inter-quartile range for each 
respective feature and 14-day windows were used to 
produce fixed time-series data. Thus 14-day forecasts 
were generated for each feature and re-stratification 
could occur using ADA threshold values. An 80/20 
split was used for the LSTM model and each model 
was trained on an average of 800 samples.  
 
2.3  Complication Prediction 

In our second approach we sought to independently 
predict the onset of 10 diabetes-related complications. 
These complications were angina pectoris, 
atherosclerosis, ischemic heart disease, depressive 
disorder, diabetic nephropathy, diabetic neuropathy, 
diabetic retinopathy, hearing loss, myocardial 
infarction, and peripheral vascular disease. This was 
done using both patient diagnosis data and combined 
lab and exam result data. These sources of information 
provided two approaches which were developed 
separately, with the goal of consolidating the results to 
form a single model with the highest accuracy. In both 
approaches, two deep learning models were employed 
consisting of recurrent neural network (RNN) 
unidirectional LSTM and bidirectional RNN gated 
recurrent unit (GRU) architectures. The complication 
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diagnosis data points were ascertained from the billing 
table via recorded ICD-9 code ranges unique to each 
complication. A negative dataset was also created for 
each positive complication dataset by selecting age and 
gender matched diabetic patients without 
complications. Data were filtered to exclude results 
after the date of complication onset to prevent data 
leak and patients in both positive and negative datasets 
e[clXded resXlts prior to each patient¶s date of diabetes 
onset. Additionally, patients were only included if they 
had at least 4 visits and at most 51 visits. 

For the diagnosis domain, each patient¶s data Zere 
transformed into a one-hot encoded matrix of 
dimensions m x n, where m represented the number of 
rows or unique dates with at least one result and n = 
3397 represented the full range of possible ICD-9 
codes that presented at least 10 times in the data. Thus, 
each matrix element eij had a value of 1 if the patient 
had a diagnosis with an ICD-9 code j on a given date i, 
and a 0 otherwise. 

For the lab and exam domains, the test results were 
filtered to include only 18 selected features, and 
outliers for each test type were removed. Each 
patient¶s resXlts Zere again represented as one-hot 
encoded matrices by binning each test using the 33rd 
and 67th percentile values for each respective feature as 
thresholds resulting in m x n matrices. Again, m 
represented the number of unique dates with one or 
more lab/exam results, and n = 54 represented low, 
medium, high bins for each feature (18 x 3).  

In both approaches, patient¶s Zith less than 50 Yisits 
were padded with zero vectors until they had 50 rows. 
Singular value decomposition (SVD) was used to 
reduce the dimensionality of input matrices, resulting 
in a final dimensionality of 50 x 50 or 2500 features 

per patient for the diagnosis domain and 18 x 50 or 
900 features per patient for the lab and exam domain. 
Finally, encoded patient timelines were modeled using 
LSTM and bidirectional GRU layers. Softmax 
activation was used to generate onset probabilities. 
Figure 1 shows the complication model diagram. A 
90/10 training/testing split was used and accuracy was 
evaluated using area under the receiver-operator curve 
(AUC) metric for each complication and approach.  

 
3. RESULTS AND DISCUSSION 

 
The 5-1-0 ARIMA model produced good results with 
the systolic and diastolic blood pressure data. For the 
diastolic blood pressure model, a root mean squared 
error of 3.620 mmHg was achieved on a range of 
diastolic blood pressure values between 82.0 mmHg 
and 71.0 mmHg. For the systolic blood pressure data, a 
root mean squared error of 6.264 mmHg was achieved 
on a range of values between 139.0 mmHg and 121.0 
mmHg. The LSTM model produced the best results for 
HbA1C, HDL, LDL, triglycerides, and 
albumin/creatinine ratio with RMSE values of 5.3 (%), 
14.2 (mmol/L), 13.5 (mmol/L), 50.3 (mmol/L), 32.1 
respectively.  

For our diabetes-complication onset models, it was 
found that using the bidirectional GRU model 
architecture yielded higher AUC and accuracy values 
than LSTM models in all cases, leading us to use it 
primarily for model evaluation. A model was 
separately constructed and evaluated for each 
complication and data source, with the exception of the 
diabetic retinopathy model using lab and exam data, 
which lacked a sufficient positive sample size (n < 
1000). The results are summarized in Table 2.  
 

Figure 1: Onset of complication model diagram consisting of: the patient timeline as an input layer, an embedding layer, bidirectional GRU model 
architecture, and a disease risk score as the output layer. 
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The lab and exam data domain produced higher 
accuracies for seven out of the ten complications than 
the diagnosis domain, suggesting that this source of 
data was a better choice for our solution. This finding 
is also consistent with previous works [5]. We also 
found that models using lab and exam data with less 
than 1000 positive patients performed worse with 
AUC scores less than 0.8. This is not a surprising 
finding since many deep learning models typically 
require large training sets for higher accuracies.  

 
Complication 

Diagnosis 
Data AUC 

Lab/Exam 
Data AUC 

Angina pectoris 0.6373 0.9463 

Atherosclerosis 0.6932 0.6249 

ICHD 0.6941 0.9273 

Depressive disorder 0.6714 0.8122 

Nephropathy 0.6865 0.9108 

Neuropathy 0.6970 0.9221 

Retinopathy 0.6824 N/A 

Hearing loss 0.7121 0.6659 

MI 0.6298 0.8701 

PVD 0.5098 0.5201 
Table 1: Results from RNN Bidirectional GRU Models trained on 
the diagnosis and lab and exam domains for complication 
prediction; ICHD: ischemic chronic heart disease; MI: 
Myocardial infarction; PVD: Peripheral Vascular Disease. 

4. CONCLUSIONS AND FUTURE WORK 
 

As global diabetes prevalence continues to rise, 
diabetes monitoring and forecasting models are critical 
for early intervention and prevention of costly 
complications. In this study we set out to develop a 
wholistic diabetes risk model that encapsulates overall 
disease status and diabetes related complication 
development likelihood. We were able to successfully 
make a two-week prediction on six clinically relevant 
lab tests and subsequently calculate stratification levels 
as a general risk score. We expanded on this approach 
by developing separate GRU models for complication 
onset prediction with >0.85 AUC scores for 5 
complications.  
 

Without knowledge of the clinical domain, it is 
difficult to determine which features are of the most 
importance in determining diabetes risk levels. The 
features presented in this study, for both models, were 
found in literature review where data and features 
often differ from study to study. As such, a 
combination of features were selected based on 
frequency and relevancy reported by other researchers. 
To improve model accuracy, better feature selection 
can be achieved with the help of a clinical consultant. 
Specifically, features with high predictive value such 
as cholesterol or Alkaline Phosphatase in serum were 
excluded due to a lack of references to these features 
in the literature.  
 
In addition, combining the diabetes related 
complication models trained on diagnoses data and lab 
data has been shown to improve overall model 
accuracy [5]. An ensemble model is proposed where 
model inputs would include complication onset 
probabilities from individual GRU models. Moreover, 
an ensemble model allows for greater domain usage as 
patient demographic data such as age, gender, and risk 
factors can be included as model inputs, providing 
even greater predictability and interpretability. 
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Abstract: As major automotive companies continue to incorporate new forms of automation into their fleet of 
vehicles, one of the major tasks that remains is perfecting self-driving capabilities on highways. The goal of this 
project is to use a TurtleBot and the sensors that are provided on the robot to simulate various aspects of an 
autonomous highway. We used Gazebo to facilitate testing on the TurtleBot as we developed a multitude of 
scripts to recognize lanes, adjust steering and speed, scan for other robots, and remain in the center of the lane. 
The robot is also able to recognize if there is another robot in its field of view through both a laser scan and an 
image recognition model to match the speed of another robot in front of it.  
 

 
1. INTRODUCTION 

 
1.1 Motivation  
It is evident that our society is currently on the brink of 
the next transportation revolution, where autonomous 
vehicles are becoming more prevalent on the roads. 
Due to this increasing popularity, high-quality data 
sets and continuously evolving algorithms are steadily 
improving the frameworks of autonomous driving. 
These systems are optimized in the hopes to reduce 
crashes, pollution and traffic jams while making 
autonomous transportation attainable by all. Given this 
exponential rise in autonomous driving and 
considering the numerous benefits of these systems, 
our team found autonomous highway driving to be a 
compelling topic to study. 
 

1.2 Related Works 
To achieve smart cruise control as a step towards 
autonomous driving the first step is to detect the lanes 
on the road. The traditional approach is to use 
computer vision techniques without machine learning. 
This approach as described in ³A PUeciVe LaQe 
Detection Algorithm Based on Top View Image 
Transformation and Least-STXaUe ASSURacheV´ [1]  

 
involves a perspective transform followed by applying 
edge detection techniques such as Canny Edge 
Detection and Hough Transform to detect the lane 
pixels. Next, a polynomial fitting technique is 
performed on the lane pixels to create a single 
representation for each lane. 
 
An alternative approach that has now become standard 
in industry is to apply deep learning techniques to the 
problem. As described in ³Reliable multilane detection 
and classification by utilizing CNN as a regression 
QeWZRUk´ [2] this method has been found to be more 
reliable and robust across a range of conditions and 
does not require as much fine-tuning to the individual 
set-up. The trade-off of this method is it requires much 
higher computational power to achieve usable results. 
 
The next step in the smart cruise control pipeline is to 
create a steering algorithm using the detected lanes as 
input. In ³Robust PID Steering Control in Parameter 
SSace fRU Highl\ AXWRPaWed DUiYiQg´ [3] a 
methodology for designing and tuning the controller 
used for the vehicle steering is laid out to maximize 
stability. A similar methodology can also be adapted 
for the Yehicle¶V acceleration using the detected 
distance towards the next vehicle as input.  
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The final feature required for smart cruise control is 
the detection of other vehicles and objects. This can be 
used to customize the action of the steering and 
acceleration controllers based on the type of detected 
object or be used to initiate other actions such as lane 
changes. In "Vehicle DeWecWiRQ iQ DeeS LeaUQiQg´ [4] 
both the traditional computer vision and deep learning 
techniques are compared with the conclusion being a 
CNN can achieve much more accurate results.  
 
1.3 Problem Definition 
Following research into related works in Section 1.2, 
the team came to a consensus that a relevant problem 
to solve would be an autonomous vehicle in a highway 
simulation environment with regulated steering and 
speed based on external factors. We believe that many 
automotive companies in industry are just now 
breaking into this domain, so the research being done 
into this area will provide another great opportunity for 
improvements in the field of autonomous vehicles. 
 

2. METHODOLOGY 
 
2.1 Preprocessing 
The team used a simulated TurtleBot in Gazebo to run 
our models and algorithms. Using ROS2 as our 
programming framework, we were able to extract 
integral information from the various sensors on the 
TurtleBot such as velocities and position. It was then 
possible to publish to these same topics to meet the 
needs of the project. The input data came from the 
roboW¶V LIDAR Vcanner, the camera feed, and the 
velocity sensors. The LIDAR scanner provided 
distance measures for potential obstacles at every 
degree around the robot, but the search was narrowed 
to a smaller field of view in front of the robot to scan 
for certain obstacles. The camera data was 
manipulated through various image processing 
techniques to extract lane information, along with 
being saved to use for robot detection. Lastly, the 
velocity data was required to ensure the robot moved 
at the correct speeds and was able to properly adjust 
for either turns or obstacles in its path. 
 
2.2 Solution Implementation 
Once all the data was easily accessible through the 
multitude of ROS topics, the team worked towards the 
initial goal of accurate lane detection and subsequent 
robot reaction. Initially, two approaches were taken to 
tackle staying within the lanes while traversing the 
track. The first was to analyze the angles of the lanes 

made in the camera feed and try to optimize the 
difference between the two to be zero, however this 
was dropped in favor of the more reliable method of 
centering the robot between the two base pixels of the 
detected lane. The reaction of the robot was to 
optimize its angular velocity to remain centered in the 
lane using a Proportional-Integral-Derivative (PID) 
controller [5]. Next, the team used the LIDAR data 
coupled with an image classification model to 
implement a smart cruise control feature. Using the 
LIDAR distance data and a PID controller, a TurtleBot 
is able to maintain a predetermined linear distance 
from any object in its path. To ensure the robot is only 
maintaining a distance from another TurtleBot and not 
something such as a pedestrian or a tree, this feature is 
backed with an image classifier to determine if there is 
indeed another robot in front of it. 
 

 
 
Figure 1: TurtleBots Driving Around Track in Gazebo. 

3. RESULTS AND DISCUSSION 
 
Using these detected lanes as input the PID steering 
controller worked sufficiently after several iterations 
of tuning. The TurtleBot could successfully navigate 
indefinitely around the track while stably remaining 
within the lanes. If the velocity was increased too high 
the TurtleBot experienced substantial overshoot on 
tight corners but was able to correct within a few 
seconds. 
 
The LiDAR scan was also successful at detecting other 
TurtleBots and obstacles. Using this detected distance 
as input the acceleration controller successfully 
matched speeds to a leading TurtleBot with an 
alternating low and high velocity. The track consisted 
of a maximum of a forty-degree turn, and the system 
accurately handles the distance tracking for these 
turns. 
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For the CNN classifier, a data set consisting of 650 
images for each of the two classes was collected within 
the Gazebo simulation. The data was split into a 
training set of 500 images and a test set of 150 images. 
On this data, the model achieved an accuracy of 99%. 
To validate these results the classifier was tested live 
in the Gazebo simulator. The system accurately 
detected the TurtleBot at a variety of locations and 
distances from the camera and successfully worked 
when integrated with the acceleration controller. 
 

 
Figure 2: Model Loss versus Epochs trained. 

 

 
Figure 3: Examples of the TurtleBot Class. 

 
Figure 4: Example of the Empty Class. 

 
4. CONCLUSIONS AND FUTURE WORK  

 
In conclusion, the team has utilized the simulation of a 
TurtleBot in Gazebo to construct the models and 
algorithms needed to simulate autonomous highway 
driving, with a smart cruise control system. Using a 
TurtleBot allowed for easy real-time data collection of 
essential information which allowed the team to have 
great success with the project overall. 
 

Future work of this project will consist of additional 
testing and optimization of the current system, along 
with the implementation of features from the other 

Highway Simulation team which consist of lane 
detection on a two-lane highway, and lane changing 
functionality. With all the features compiled into one 
system, the team would then develop a passing 
algorithm to allow for one robot to change lanes and 
pass by a slow-moving robot in front of it. In addition 
to the new features, it is paramount to test the code on 
a physical TurtleBot to determine how certain sensors 
and actuators behave in a real environment. 
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Abstract: TKH SRSXODULW\ RI YLUWXDO DVVLVWDQWV KDV EHHQ ULVLQJ DW DQ H[SRQHQWLDO UDWH, EXW WKH\ DOO XVH WKH VDPH
XQQDWXUDO PHWKRG RI NH\ZRUG DFWLYDWLRQ. TKH JRDO RI WKLV SURMHFW ZDV WR GHYHORS D QRYHO V\VWHP WR SURYLGH D
PRUH QDWXUDO LQWHUIDFH IRU LQWHUDFWLQJ ZLWK YLUWXDO DVVLVWDQW GHYLFHV. TR DFKLHYH WKLV, ZH GHYHORSHG DQ DWWHQWLRQ
GHWHFWLRQ V\VWHP XVLQJ D PXOWLWDVN FDVFDGHG FRQYROXWLRQDO QHXUDO QHWZRUN IRU IDFH GHWHFWLRQ DQG D
FRQYROXWLRQDO QHXUDO QHWZRUN IRU DWWHQWLRQ FODVVLILFDWLRQ. TKH IDFH GHWHFWRU SHUIRUPV ZLWK D WUXH SRVLWLYH UDWH RI
95.04%, DQG WKH DWWHQWLRQ FODVVLILHU SHUIRUPV ZLWK 97.2% WHVWLQJ DFFXUDF\. TKH DWWHQWLRQ GHWHFWLRQ SLSHOLQH ZDV
LPSOHPHQWHG LQ D ZHE DSSOLFDWLRQ VLPXODWLQJ D YLUWXDO DVVLVWDQW. :H SODQ RQ LPSURYLQJ WKH JHQHUDOL]DELOLW\ RI
WKH DWWHQWLRQ FODVVLILHU E\ WUDLQLQJ LW RQ D ODUJHU DQG PRUH GLYHUVH GDWDVHW, DQG ZH SODQ RQ LPSOHPHQWLQJ WKH
PRGHO LQ D GHGLFDWHG GHYLFH.

1. INTRODUCTION

1.1 MRWiYaWiRQ

The XVe Rf YiUWXal aVViVWaQWV (VA) haV VeeQ a meWeRUic
UiVe iQ SaVW \eaUV. IQ Whe laVW WZR \eaUV alRQe, Whe
QXmbeU Rf VAV iQ XVe ZRUldZide haV UiVeQ fURm 3.25
billiRQ WR 4.2 billiRQ. B\ 2024 WhaW QXmbeU iV SURjecWed
WR RYeUWake Whe ZRUld SRSXlaWiRQ ZiWh aSSUR[imaWel\
8.4 billiRQ deYiceV [1]. The We[W-WR-VSeech UecRgQiWiRQ
VegmeQW Rf Whe VA maUkeW alRQe ZaV YalXed aW USD
2.2 billiRQ iQ 2019, aQd Whe maUkeW iV e[SecWed WR gURZ
aW a UaWe Rf 34.4% RYeU 2020 WR 2027 [2]. DeVSiWe Whe
WechQRlRg\¶V iQcUedible SRSXlaUiW\, Whe Za\ XVeUV
iQWeUacW ZiWh Whe deYiceV haV QRW VeeQ aQ\
deYelRSmeQW. IQ VRcial iQWeUacWiRQV, hXmaQV QaWXUall\
fRcXV WheiU aWWeQWiRQ RQ Whe VSeakeU; hRZeYeU, QRQe Rf
Whe majRU deYiceV imSlemeQW YiViRQ baVed iQWeUacWiRQ
aQd iQVWead RSW fRU XQQaWXUal ke\ZRUd acWiYaWiRQ

1.2 RelaWed WRUkV

DeYelRSeUV iQ Whe VA field haYe begXQ iQcRUSRUaWiQg
cRmSXWeU YiViRQ iQ WheiU SURdXcWV fRU aSSlicaWiRQV
XQUelaWed WR acWiYaWiRQ. GRRgle haV imSlemeQWed
geVWXUe cRQWURlV aQd XVeV facial UecRgQiWiRQ fRU

SeUVRQali]ed diVSla\ iQ WheiU NeVW HXb Ma[, aQd
Ama]RQ XWili]eV face deWecWiRQ WR RUieQW Whe EchR
ShRZ WRZaUdV Whe XVeU. PUeYiRXV aSSlicaWiRQV Rf
aWWeQWiRQ deWecWiRQ haYe laUgel\ fRcXVed RQ dUiYeU
mRQiWRUiQg. AlWhRXgh Whe\ aUe QRW deVigQed fRU VAV,
Whe\ RSeUaWe RQ Whe Vame SUiQciSleV. The mRVW QRWable
imSlemeQWaWiRQ iV CRmma AI¶V dUiYeU mRQiWRUiQg
V\VWem, Zhich XWili]eV e\e WUackiQg aQd image
claVVificaWiRQ WR deWeUmiQe ZheWheU RU QRW Whe dUiYeU iV
Sa\iQg aWWeQWiRQ WR Whe URad. ReVeaUcheUV aW Whe
MaVVachXVeWWV IQVWiWXWe Rf TechQRlRg\ (MIT) bXilW a
ga]e eVWimaWiRQ mRdel fRU dUiYeU mRQiWRUiQg Zhich
aYRidV Whe XVe Rf e\e WUackiQg [3]. IQVWead, Whe\ RSWed
WR SeUfRUm face deWecWiRQ ZiWh a HiVWRgUam Rf OUieQWed
GUadieQWV aQd liQeaU VXSSRUW YecWRU machiQe WR deWecW
faceV, e[WUacW Whe facial laQdmaUkV ZiWh a caVcade Rf
UegUeVVRUV fURm a facial laQdmaUk maUk-XS, aQd
claVVif\ Whe ga]e diUecWiRQ iQ RQe Rf Vi[ UegiRQV ZiWh a
UaQdRm fRUeVW claVVifieU.

1.3 PURblem DefiQiWiRQ

IQ UeceQW \eaUV, Whe maUkeW aQd XVe Rf VAV haV gURZQ
UaSidl\, bXW Whe Za\ iQ Zhich Ze iQWeUacW ZiWh WheVe
aVViVWaQWV haV beeQ laUgel\ RYeUlRRked. We VeW RXW WR
deVigQ a QRYel meWhRd Rf iQWeUacWiRQ, XViQg cRmSXWeU
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YiViRQ, WR SURYide a XVeU e[SeUieQce WhaW mRUe clRVel\
UeVembleV WhaW Rf a QRUmal cRQYeUVaWiRQ. AV meQWiRQed
iQ SHFWLRQ 1.2, XViQg cRmSXWeU YiViRQ fRU WaVkV UelaWed
WR aWWeQWiRQ deWecWiRQ haV beeQ e[SlRUed befRUe.
CRmmAI¶V dUiYeU mRQiWRUiQg V\VWem heaYil\ UelieV RQ
e\e WUackiQg, hRZeYeU, e\e deWecWiRQ iV XQUeliable iQ
WhiV aSSlicaWiRQ dXe WR Whe maQ\ aQgleV aQd lighWiQg
cRQdiWiRQV a XVeU ma\ iQWeUacW ZiWh Whe deYice aW. MIT
SURSRVeV a mRUe VXiWable imSlemeQWaWiRQ, hRZeYeU
WheiU V\VWem XVeV a Vi[ VWage SiSeliQe aQd iV a Vi[ claVV
claVVifieU. FRU Whe SXUSRVeV Rf VA acWiYaWiRQ, biQaU\
claVVificaWiRQ Zill VXffice aQd iV bRWh VimSleU aQd leVV
cRmSXWaWiRQall\ e[SeQViYe.

2. METHODOLOGY

2.1 DaWaVeW GeQeUaWiRQ

TUaiQiQg aQd eYalXaWiRQ iV caUUied RXW RQ a daWaVeW Rf
10 VXbjecWV. FRU each VXbjecW, WheUe aUe 200 Ueal imageV
aQd 324 V\QWheWic imageV, SURYidiQg 5240 WRWal imageV
[4]. The imageV aUe YaUied iQ illXmiQaWiRQ,
backgURXQd, aQd SRVe (b\ XS WR 30 degUeeV iQ eiWheU
diUecWiRQ). ThiV daWaVeW ZaV VXSSlemeQWed ZiWh aQ
addiWiRQal 200 imageV Rf a ViWWiQg VXbjecW ZiWh VimilaU
YaUieW\. PUeSURceVViQg Rf Whe imageV iQYRlYed
cRQYeUWiQg WR gUa\Vcale aQd UeVi]iQg WR 224 Si[elV
alRQg Whe VmalleVW edge (maiQWaiQiQg Whe aVSecW UaWiR).
Each image ZaV labelled aV eiWheU ³aWWeQWiYe´ RU
³iQaWWeQWiYe´ baVed RQ ZheWheU RU QRW Whe VXbjecW ZaV
lRRkiQg WRZaUdV Whe cameUa. A 20% WeVW VSliW ZaV XVed
WR eYalXaWe Whe mRdelV.

2.2 SRlXWiRQ

The VRlXWiRQ cRQViVWV Rf a WZR VWeS SiSeliQe: face
deWecWiRQ aQd aWWeQWiRQ claVVificaWiRQ. If Whe V\VWem
SaVVeV Whe fiUVW VWeS (face deWecWiRQ) Whe aWWeQWiRQ
claVVifieU iV acWiYaWed aQd makeV Whe biQaU\ deciViRQ aV
WR ZheWheU RU QRW Whe XVeU iV fRcXViQg WheiU aWWeQWiRQ RQ
Whe deYice.

2.3 Face DeWecWiRQ

A mXlWiWaVk caVcaded cRQYRlXWiRQal QeXUal QeWZRUk [5,
6] (MTCNN) ZaV XVed WR ideQWif\ if a face iV SUeVeQW
iQ aQ image fUame. The QeWZRUk cRQViVWV Rf WhUee
VWageV iQ Whe fRUm Rf iQdeSeQdeQW cRQYRlXWiRQal QeXUal
QeWZRUkV (CNN).

The fiUVW VWage, Whe SURSRVal QeWZRUk, XVeV a fXll\
cRQYRlXWiRQal QeWZRUk1 (FCN). ThiV QeWZRUk fiQdV
ZiQdRZV iQ Whe image WhaW cRXld SRWeQWiall\ cRQWaiQ a
face aV bRXQdiQg bR[ UegUeVViRQ YecWRUV. The QeWZRUk
SeUfRUmV VRme UefiQemeQW WR cRmbiQe RYeUlaSSiQg
UegiRQV, aQd RXWSXWV Whe UemaiQiQg caQdidaWe ZiQdRZV.
Ne[W, Whe UefiQe QeWZRUk SeUfRUmV calibUaWiRQ ZiWh
bRXQdiQg bR[ UegUeVViRQ aQd XVeV QRQ-ma[imXm
VXSSUeVViRQ WR fXUWheU cRmbiQe RYeUlaSSiQg ZiQdRZV.
IW WheQ RXWSXWV ZheWheU each caQdidaWe cRQWaiQV a face
RU QRW, alRQg ZiWh a bRXQdiQg bR[ aQd YecWRU fRU facial
laQdmaUk lRcali]aWiRQ (e\eV, QRVe, aQd mRXWh).FiQall\,
Whe RXWSXW QeWZRUk RSeUaWeV iQ a VimilaU faVhiRQ WR Whe
UefiQe QeWZRUk, bXW deVcUibeV Whe face iQ mRUe deWail.
ThiV fiQal VWage RXWSXWV Whe biQaU\ face claVVificaWiRQ,
alRQg ZiWh Whe bRXQdiQg bR[ aQd fiYe abVRlXWe
laQdmaUk lRcaWiRQV: Whe WZR e\eV, QRVe, aQd mRXWh
cRUQeUV.

2.4 AWWeQWiRQ ClaVVificaWiRQ

FLJXUH 1: A UHVLGXDO EORFN LQ WKH RHVNHW DUFKLWHFWXUH. LD\HUV FDQ
VNLS VXEVHTXHQW OD\HUV LQ WKH QHWZRUN WKURXJK DQ LGHQWLW\ VKRUWFXW
FRQQHFWLRQ.

A CNN ZaV XVed WR make a biQaU\ claVVificaWiRQ RQ
Whe aWWeQWiYe VWaWe Rf a face. The claVVifieU XVeV Whe
ReVNeW [7] aUchiWecWXUe ZiWh 50 cRQYRlXWiRQal la\eUV.
The QeWZRUk achieYeV faU beWWeU UeVXlWV ZiWh leVV
WUaiQiQg WhaQ iWV VhallRZeU cRXQWeUSaUWV, aQd maQageV
WR aYRid Whe SURblem Rf YaQiVhiQg gUadieQWV2 b\
iQWURdXciQg ideQWiW\ VhRUWcXW cRQQecWiRQV. TheVe
cRQQecWiRQV allRZ a la\eU WR VkiS Whe VXbVeTXeQW la\eUV
aQd maS iWV RXWSXW diUecWl\ WR a la\eU fXUWheU iQ Whe
QeWZRUk aV VhRZQ iQ figXUe 1. The fiUVW la\eU iV a 7î7
keUQel, Whe VecRQd la\eU iV a 3î3 ma[ SRRl, aQd each
VXbVeTXeQW la\eU iV a 3î3 keUQel, all XViQg UecWified
liQeaU XQiW acWiYaWiRQ. DURSRXW ZaV aSSlied fRU
UegXlaUi]aWiRQ aQd WR SUeYeQW cR-adaSWaWiRQ Rf QeXURQV.

2 ReSeaWed mXlWiSlicaWiRQ dXUiQg backSURSagaWiRQ caXVeV Whe
gUadieQW WR VhUiQk. If a QeWZRUk iV VXfficieQWl\ deeS, WhiV Zill caXVe
maVViYe degUadaWiRQ iQ SeUfRUmaQce.

1 A CNN ZiWhRXW a deQVe la\eU.
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TUaiQiQg ZaV SeUfRUmed ZiWh Whe Adam RSWimi]eU [8]
XViQg QegaWiYe lRg likelihRRd lRVV fRU 10 eSRchV.

2.5 ViUWXal AVViVWaQW IQWegUaWiRQ

The mRdel ZaV imSlemeQWed iQ a SWUeamliW
Zeb-aSSlicaWiRQ made WR VimXlaWe a VA deYice. The
mRdel aQal\]eV eYeU\ RWheU fUame WR make iWV
claVVificaWiRQ RQ Whe XVeU¶V aWWeQWiYe VWaWe. WheQ Whe
XVeU iV aWWeQWiYe fRU 10 cRQVecXWiYe fUameV (fiYe
cRQVecXWiYe SRViWiYe claVVificaWiRQV fURm Whe mRdel),
Whe aSS ZaiWV fRU Whe XVeU WR begiQ VSeakiQg aQd liVWeQV
XQWil Whe\ cRmSleWe WheiU VeQWeQce. The UecRUdiQg iV
WheQ VeQW WR a cXVWRm DialRgflRZ ageQW WhURXgh Whe
dialRgflRZ API aQd bRWh Whe aXdiR aQd We[W UeVSRQVeV
aUe diVSla\ed WR Whe XVeU.

3. RESULTS AND DISCUSSION

The face deWecWRU SeUfRUmV aW a WUXe SRViWiYe UaWe Rf
95.04% aQd Whe aWWeQWiRQ claVVifieU achieYed aQ
accXUac\ Rf 97.2% RQ Whe WeVW VeW.

FLJXUH 2: LHDUQLQJ FXUYH RI WKH DWWHQWLRQ FODVVLILHU.

The accXUac\ Rf Whe mRdelV clRVel\ UeflecWV iWV
SUacWical SeUfRUmaQce iQ cRQdiWiRQV VimilaU WR Whe
WUaiQiQg daWa. IQWeUacWiQg ZiWh Whe aVViVWaQW ZaV a
QeaUl\ VeamleVV XVeU e[SeUieQce3, aQd falVe SRViWiYeV
ZeUe haQdled b\ Whe aVViVWaQW acWiYaWiRQ lRgic iQ Whe
aSSlicaWiRQ. FalVe QegaWiYeV fURm Whe claVVifieU
RccaViRQall\ dela\ Whe acWiYaWiRQ Rf Whe aVViVWaQW, bXW
WheVe RccXUUeQceV aUe iQfUeTXeQW eQRXgh QRW WR
dimiQiVh Whe RYeUall XVeU e[SeUieQce.

DeVSiWe Whe aWWeQWiRQ claVVifieU¶V accXUac\ iQ cRQWURlled
cRQdiWiRQV, ZheQ SUeVeQWed ZiWh SRRU lighWiQg RU
XQfamiliaU aQgleV Whe SeUfRUmaQce VXffeUed. ThiV iV
likel\ laUgel\ dXe WR Whe cRQViVWeQW VeW Rf lighWiQg aQd
aQgleV iQ Whe WUaiQiQg imageV. AddiWiRQall\, all Whe
imageV ZeUe WakeQ aW VimilaU diVWaQceV fURm Whe
cameUa. AV VXch, iQ VigQificaQWl\ XQfamiliaU cRQdiWiRQV

Ä DemR iQWeUacWiRQ iV VhRZQ aW
hWWSV://ZZZ.\RXWXbe.cRm/ZaWch?Y=0-YFEVMPVV8

Whe mRdel Zill geW VWXck RQ RQe Rf Whe WZR
claVVificaWiRQV.

4. CONCLUSIONS AND FUTURE WORK

The WZR cRmSRQeQWV Rf Whe aWWeQWiRQ deWecWiRQ SiSeliQe
ZeUe VXcceVVfXll\ bXilW. BRWh mRdelV SeUfRUmed Zell
iQ a WeVWiQg eQYiURQmeQW aQd iQ cRQWURlled liYe
eQYiURQmeQWV. IQ XQfamiliaU cRQWe[WV Whe aWWeQWiRQ
claVVifieU did QRW SeUfRUm aV Zell. ReflecWiRQ RQ Whe
WUaiQiQg daWa VXggeVWV WhiV ZaV dXe WR iQVXfficieQW
YaUieW\ iQ Whe image aWWUibXWeV. The mRdelV ZeUe
iQWegUaWed ZiWh a SURRf Rf cRQceSW VA aSSlicaWiRQ aQd
SURYided a SRViWiYe XVeU e[SeUieQce.

We aim WR imSURYe Whe geQeUali]abiliW\ Rf Whe aWWeQWiRQ
claVVifieU b\ WUaiQiQg RQ a mRUe YaUied daWaVeW. ImageV
Rf VXbjecWV WakeQ fURm diffeUeQW aQgleV, eleYaWiRQV, aQd
diVWaQceV Zill helS Whe mRdel haQdle Whe maQ\ edge
caVeV WhaW aUiVe fURm liYe claVVificaWiRQ. PeUfRUmaQce iQ
SRRU lighW cRQdiWiRQV ma\ alVR be imSURYed b\ addiQg
mRUe imageV iQ lRZ lighW aQd ZiWh diffeUeQW lighW
VRXUceV. FiQall\, Ze SlaQ RQ imSlemeQWiQg Whe mRdel
aQd acWiYaWiRQ lRgic iQ a dedicaWed VA deYice.
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Abstract: As one of the teams in Western AI’s Intermediate Project cohort, we explored and learned about the 
use of supervised learning within music genre classification. Our team had an opportunity to extract song 
features, build and train multiple models, then compare and build a single, most accurate model as a team. 
Initially, we created a KNN model with an accuracy of roughly 45%. Then, we tried a simple neural network 
model and achieved 62% accuracy. Using the neural network approach, we created a final, multi-layer model 
that reached 66% accuracy. Our team believes the AI community can benefit from making models more 
accessible to external users. We often hear about new, advanced models being published, but the average 
person rarely gets to try them. For that reason, we decided to publish our model to a website that we created 
leveraging Flask and Tensorflow.js. Anyone can access the website, easily upload a song and get a prediction 
back from the model.  
 

1. INTRODUCTION 
 

1.1 Motivation  
 

With the increased popularity of music streaming 
services such as Spotify and Apple Music, the problem 
of music genre classification is becoming more 
relevant. The website “Every Noise at Once” reports 
5,283 different genre distinctions on Spotify as of 
2021-03-22 [1], which demonstrates the subjective 
nature of this classification and highlights a possibility 
of using Machine Learning to achieve a more accurate 
categorization.  
 
This paper aims to compare the performance of K-
Nearest Neighbors (KNN) algorithms to that of 
Artificial Neural Networks (ANN) in classifying songs 
into ten genres by analyzing Mel-Frequency Cepstral 
Coefficients (MFCC) extracted from songs. As part of 
this project, we were also motivated to make our 
classifier model easily accessible online. For that 
reason, we published a website [2] where anyone can 
upload a song and get back a classification for it. 
 

1.2 Related Works  
 
An essential part of our work was extracting MFCCs 
from the music files. The paper “Music genre 
classification using MIDI and audio features.” [3] 
explores a similar approach to our problem and 
provides evidence that the accuracy of genre 
classification using MFCC is one of the best when 
compared to other feature extraction techniques such 
as BEAT, STFT, and MPITCH. 
 
Similarly, the paper “Automatic Music Genre 
Classification for Indian Music”[4] provided insight on 
the applicability of KNN models using MFCC data but 
concluded that KNN is not the best model for the task 
at hand and that MFCC data alone is not enough to 
achieve the highest possible accuracy. 
 
1.3 Problem Definition 
 
The scope of this project is to explore how accurately 
simple KNN and neural network models can classify 
songs into genres. To perform this classification, we 
also had to explore ways to extract audio features from 
the songs using MFCCs; an audio file contains 
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millions of bits, so it cannot be easily used as input and 
has to be reduced to only a few coefficients. 
 

2. METHODOLOGY 
 
Instead of using a pre-existing dataset, our team 
elected to extract our data from songs to encompass 
the entire data science process further. Feature 
extraction is a necessary and crucial part of analyzing 
and finding relations between different songs. Raw 
audio data cannot be understood by models and instead 
must be converted into understandable format features, 
usually in the form of coefficients or single values. 
 
First, raw audio data needed to be converted into a 
spectrogram. “A spectrogram is a visual representation 
of the spectrum of frequencies of sound or other 
signals as they vary with time.” [5] It’s a 
representation of frequencies changing with respect to 
time for given music signals [6]. 
 

 

Figure 1: An example of a spectrogram 

Upon converting the audio files, we were able to 
extract several features using a Python package, 
Librosa. Features included zero-crossing rate, spectral 
centroid, spectral roll-off, and most importantly (the 
features which had the most significant effect on the 
accuracy of our model), the Mel-Frequency Cepstral 
Coefficients. MFCCs of a signal are a small set of 
features (usually about 10–20) that concisely describe 
the overall shape of a spectral envelope [6]. Once we 
extracted the features of all 1000 songs used in our 
training data, we were able to classify songs into 
different genres.  
To classify the datasets, the group elected to begin 
with a KNN algorithm. KNN was selected as a starting 
point because the implementation is relatively simple, 
and it requires very little computational complexity. 
The results of the KNN model were then used as a 
baseline for evaluation of more complex models better 
suited to the task of classifying music genres. As the 
KNN model is sensitive to noisy data and outliers, the 

optimal model would be robust enough to handle 
outliers and predict more complex non-linear 
relationships. For these reasons, the group elected to 
proceed with an Artificial Neural Network (ANN) 
model. To evaluate the proposed solution, it would 
have to achieve a higher accuracy than the KNN model 
on the test set. 
  
Additional analysis was performed on the ANN model 
to determine the optimal number of hidden layers, in 
addition to hyper parameter tuning. To determine the 
ideal number of hidden layers, the hyper parameters 
were held constant while adding layers until the 
system's performance increase did not outweigh the 
computational cost. Once the number of hidden layers 
was selected, the hyper parameters such as learning 
rate were tuned until the model achieved the highest 
possible accuracy. 
 

3. RESULTS AND DISCUSSION 
 

To determine if the ANN model was appropriate for 
the task of classifying music genres, it was compared 
against the baseline KNN model. Table 1 demonstrates 
the results of each model.  
 

Model Test 
Accuracy 

Train Accuracy 

KNN 42.88% 61.05 % 

ANN_
1 

63.80 % 96.38 % 

ANN_
2 

64.90 % 98.62 % 

ANN_
3 

65.80 % 99.37 % 

 
Table 1: Accuracy Results of  models 

ANN_1 describes the most basic ANN model with two 
hidden layers, while ANN_2 describes a 3 hidden layer 
model with no hyperparameter tuning, and finally 
ANN_3 represents the third and most robust model 
containing 3 hidden layers in addition to 
hyperparameter tuning. It is evident from the results 
that the ANN is indeed an appropriate model to 
classify the data as its performance is superior to that 
of the KNN. Additionally, it is apparent that the 
accuracy increases as the model complexity increases, 
which is an important insight. Figure 2 shows the 
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training and validation accuracy as a function of 
number of epochs 
 

 
Figure 2: Training and validation accuracy plot 

The result of Figure 2 again demonstrates the 
correlation between increase in hyper parameters, and 
improved accuracy in the model. The results are as 
expected and validate the assumption that increased 
model complexity will lead to increased performance. 
 
From the project, the group has learned that model 
selection contributed the most to the results. Although 
slight increments in performance were achievable 
using hyperparameter tuning, having the right model 
for the task is the best approach to improve the 
performance. 
 

4. CONCLUSIONS AND FUTURE WORK 
 

All in all, our project produced a model that correctly 
classifies songs into genres with 65.80% accuracy. 
During the development period, our team created 
models that use extracted MFCCs to categorize the 
songs. The first model, using a KNN algorithm, only 
achieved an accuracy of approximately 42.88%. 
However, transitioning into a simple neural network 
brought the prediction accuracy up to 65.80%. 
 
In the future, our team aims to attain higher accuracy 
by experimenting with different models and different 
feature extraction methods. In an article published in 
2018 [7], the authors combined MFCC feature 
extraction along with Principal Component Analysis 
(PCA) to improve their speech recognition system. 

The addition of PCA reduced the number of MFCCs 
used by the model, which consequently increased the 
accuracy of their system from 86.43% to 89.29% [7]. 
We believe a similar approach, using PCA, can be 
used to improve the accuracy of our music genre 
classifier. 
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Abstract: Generating point cloud models has become an increasingly popular practice within the machine 
learning community. Human shape data is the key to producing advancements within medical imaging, virtual 
reality, gaming, and animation fields. Learning object structure in 3-dimensional space presents many 
challenges in which deep learning networks have become iteratively capable of resolving. In this paper, we 
utilize a proven generative modeling technique to learn the approximate representation of human body shapes 
on point cloud data from the Semantic Body Models Dataset. By leveraging TreeGAN, a tree-based graph 
convolution generator network, our model is capable of learning the different segments of the human body in an 
unsupervised fashion. This approach combines the classic Generative Adversarial Framework with a nuanced 
generator that boosts its feature representation by sequentially accessing historical prediction states. Due to the 
consistent internal nature of human body shape data, we only sample points from the surface of the body, 
similarl\ restricting the model¶s learned representations. 
 
 

1. INTRODUCTION 
 

1.1 Motivation  
 

Recently, neural networks involving 3D data have 
attracted significant research interest. Since the 
introduction of Point Net in 2016, 3D point clouds 
have emerged as the most computationally efficient 
method of interpreting 3D data [1]. While most work 
has focused on object segmentation, classification, and 
object detection, in 2019 a novel architecture 
(TreeGAN) was proposed for 3D point cloud 
generation [2]. Leveraging the Generative Adversarial 
Network (GAN) [3] framework and tree-based graph 
convolution networks (GCNs), TreeGAN achieved 
seminal results on the ShapeNet40 dataset [2]. 
However, little to no work has been done to expand 
this object generation to more impactful datasets. 
  
The immediate application of human body generation 
is to computer vision and medical imaging fields. The 
interpretation and generation of the human figure is an 
essential computer vision task that has received little 

attention. Furthermore, medical privacy restrictions 
make novel human body generation beneficial to 
training medical students and artificial intelligence 
systems on this data. 
 
1.2 Related Works  
 
1.21 Point Clouds, Neural Networks, and GANs   
 

Most researchers transform point cloud data into 3D 
voxel grids or collections of images before running the 
data through deep learning pipelines. Charles et al. [1] 
proposed PointNet, a novel neural network that 
directly consumes point cloud data, which well 
respects the permutation invariance of point clouds. 
PointNet can be trained to perform 3D shape 
classification, shape part segmentation and scene 
semantic parsing tasks. Since the invention of 
PointNet, point cloud data have been used not just in 
classification networks but also in generative tasks. 
For example, Achlioptas et al. [4] proposed a GAN for 
the generation of 3D points clouds called r-GAN. The 
generator for r-GAN is based on fully connected 
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layers, leading to r-GAN having difficulty in 
generating realistic shapes with diversity. 
 

1.22 Improved Training of Wasserstein GANs 
 

A common issue in training GANs is the stability of 
training. Arjovsky et al. [5] introduced Wasserstein 
GAN, which uses an efficient approximation of the 
earth mover's distance function to optimize the 
discriminator and generator in GAN training. WGAN 
improved training stability and provided a meaningful 
loss metric that correlated with the generator's sample 
quality. However, WGAN still suffered from poor 
sample generation or a failure to converge, and it has 
been found that this is due to the weight clipping used 
to enforce a 1-Lipschitz continuous constraint on the 
critic. Gulrajani et al. [6] introduced gradient penalty, 
an alternative to weight clipping. It penalized the norm 
of the critic gradient with respect to the critics input, 
improving the sample quality and ability to converge 
for WGANs. 
 

1.23 Graph Convolutional Networks  
 

Over the past few years, many works have focused on 
using deep neural networks for graph problems. 
Defferrard et al. [7] proposed fast-learning 
convolutional filters for graph-based applications, 
significantly accelerating one of the main 
computational bottlenecks in graph convolution 
problems with large datasets. Kipf and Welling [8] 
introduced scalable GCNs, where convolution filters 
use only the information from neighboring vertices 
instead of from the entire graph. All the GCNs 
mentioned prior are designed for classification 
problems, meaning that the connectivity of nodes in 
the graph were known beforehand. This issue will 
present challenges for the generation of 3D point 
clouds, where the connectivity is not known. 
 

1.24 GCNs and GANs for 3D Point Clouds Generation  
 

A number of works have tackled the issue of 
connectivity. Valsesia et al. [9] dynamically generated 
adjacency matrices using the feature vectors from each 
vertex at each layer of graph convolutions during 
training. Unfortunately, computing this matrix at a 
single layer incurs a quadratic computational 
complexity on the number of vertices. This approach is 
not effective for multi-layer and multi-batch networks. 
Dong et al. [2] proposed TreeGAN, which, like the 
other work, requires no prior knowledge regarding 
connectivity. TreeGAN, however, is much more 
computationally efficient as it avoids constructing 
adjacency matrices. It uses a tree-based graph 

structure, and it exploits this structure by using 
ancestor information to propagate features over the 
graph. The tree-based graph structure also has the 
benefit of allowing the network to generate point 
clouds for different semantic parts of a model without 
prior knowledge. 
 
1.3 Problem Definition 

 
In this paper, we introduce point cloud generation of 
human body shape representations from randomized 
latent vectors. We explore the semantic parametric 
reshaping of human body models dataset [10] (a 
derivative of the Caesar dataset) to train our model. 
Historically, point cloud generation has been explored 
solely on the ShapeNet40 dataset. This dataset 
contains 40 different object classes and enables the 
generator models to produce a wide range of outputs. 
Currently, the TreeGAN paper has achieved state-of-
the-art results on this dataset. We aim to train a 
generator on a single object class with a higher point-
cloud resolution (3072 points) to produce increasingly 
granular results. 
 
 

2. METHODOLOGY 
 

2.1 Dataset  
 
The dataset used to train and evaluate our model is 
composed of 3048 scanned body models. More 
precisely, there are 1531 male models and 1517 female 
models. To generate this dataset, we collected the 
mesh models from the publicly accessible dataset: 
Semantic Body Models Dataset [10]. The decision to 
develop our dataset from the Semantic Body Models 
Dataset is driven by the fact that it is open-sourced and 
completely available to the public and research 
communities. Further, the meshes in this dataset are 
pose-invariant, thus, allowing for more efficient 
learning of the true biological features of the human 
form rather than differences in pose.  
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Mesh objects are highly memory-intensive due to the 
nature of their vertex-facet construction. Thus, point 
clouds from scanned meshes were built using an even 
surface sampling method to construct the point clouds 
from 3072 evenly spaced points on the surface of the 
mesh. This method of surface sampling was done for 
two reasons. The data points within the volume of the 
mesh do not significantly contribute to the learned 
features of the human form under the assumption that 
models are not hollow; Surface sampling maximizes 
the resolution of features using a point cloud 
representation while also minimizing memory and 
compute costs.  

 
Figure 2 Data example from the Semantic Parametric Reshaping of 

Human Body Models dataset and a point cloud sample used in model 
training. 

2.2 Model Architecture 
 
Our model is built on the GAN framework, in which a 
generator and discriminator model train sequentially 
according to respective loss functions introduced in 
Wasserstein GAN [5].  
 
𝐿௚௘௡  =  −𝐸𝑧∼௓ൣ𝐷൫𝐺ሺ𝑧ሻ൯൧,                    (1) 
 
 
𝐿ௗ௜௦௖  =  𝐸𝑧∼௓ሾ𝐷ሺ𝐺ሺ𝑧ሻሻሿ −  𝐸𝑧∼ோሾሾ𝐷ሺ𝑥ሻሿ 

+𝜆௚𝑝𝐸𝑥ො ൤ቀห|𝛻𝑥ො𝐷ሺˆ𝑥ሻ|ห
ଶ

 −  1ቁ
ଶ

 ൨.                (2) 

G and D denote the generator and discriminator 
networks, z is a latent vector created using a normal 
distribution, 𝑥ො are line segments between real and fake 
point clouds, [ ƍ ∼ G(z) and x represent real and fake 
point clouds respectively, and R is the real data 
distribution. We also apply a gradient penalty, 𝜆௚𝑝, to 
satisfy the 1-Lipshitz condition for GANs.  
 
The generator leverages tree convolutions defined by  
 
 

𝑝௟+1 = 𝜎 ቌ𝐹௄
௟ ൫𝑝௜

௟൯ + ෍ 𝑈௜
௟𝑞௝ + 𝑏௟

𝑞ೕ∈஺൫𝑝೔
೗൯

ቍ , ሺ3ሻ 

 
which is thoroughly described in (tree-GAN).  
 
The generator takes as input a 96-dimensional latent 
vector, and through the convolution defined above, 
conventional convolutional neural network loop terms, 
and upsampling through defined branching, outputs a 
set of 3072 3D points. Figure 1 shows the generator 
built with tree-GCN layers.  
 
As standard in GAN training, the Adam optimizer was 
used with the custom loss functions shown in (1) and 
(2).  
 

3. RESULTS AND DISCUSSION 
 
GAN evaluation metrics are an ongoing discussion 
within the research community as quantitative 
evaluation methods are continuously being introduced 
to measure crucial elements of a Generator’s 
performance. Given the nature of this project, the 
appropriate evaluation metrics are Jensen-Shannon-
Divergence (JSD), Coverage (COV-ED, COV-MMD), 
and Minimum Matching Distance (MMD) [11]. These 
metrics require a MMD comparison between the 

Figure 1 TreeGan Generator Architecture [2] 
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reference data and the generator’s closest 
representation per reference example. Our model is 
currently on ~epoch 500 within the training process 
and produces outputs as seen in figures 3, 4. Per 
qualitative examination, the generated results are not 
yet at comparable to the training data and minimum 
matching distance would provide inaccurate pairings 
between the generated and reference examples, 
resulting in a misleading evaluation of the model’s 
efficacy.  

 
Figure 3 Generated Human Body Shape rotated 45 degrees along Z-axis. 

 
Figure 4 Alternate Generated Human Shape (Side View) 

Upon observation, the model has clearly learned the 
basic features of a human body. Specifically, it has 
begun representing the chest, arms, legs, and head. As 
the training progresses, the amount of noise in the 
generated examples is expected to significantly 
decrease. The TreeGAN architecture was designed for 

non-hollow 3D point-cloud data. Due to the hollow 
composition of human shapes within our dataset, the 
generator has had difficulty minimizing its loss on the 
cylindrical-like components of the bodies. 
  
 

4. CONCLUSIONS AND FUTURE WORK 
 

In this project, we trained a TreeGAN model to 
introduce the generation of human body shapes to the 
machine learning community. We discovered a 
drawback when applying this architecture to hollow 
shapes. Future work on this problem should involve 
alterations within the TreeGAN architecture to 
effectively handle hollow data. Interpolation would 
also be an interesting area of exploration for a final 
model to permit controllable generation. 
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Abstract: TKLV SDSHU SUHVHQWV D SRWHQWLDO VROXWLRQ IRU WKH ODFN RI SXEOLFO\ DYDLODEOH DQG UHOLDEOH LQIRUPDWLRQ RQ
WKH DFFHVVLELOLW\ RI VSHFLILF SXEOLF EXLOGLQJV. WH SUHVHQW D PHWKRG WR FROOHFW 3D PRGHOV RI DQ LQGRRU VSDFH XVLQJ
D TXUWOHERW 3 DQG D IQWHORHDOVHQVH GHSWK FDPHUD, DQG D PHWKRG IRU DFFHVVLELOLW\ IHDWXUH H[WUDFWLRQ LQ WKH IRUP
RI D FRQYROXWLRQ QHXUDO QHWZRUN WUDLQHG RQ D GDWDVHW RI LQGRRU IHDWXUHV UHODWHG WR DFFHVVLELOLW\.

1. INTRODUCTION

1.1 MoWiYaWion

People liYing ZiWh ph\Vical diVabiliWieV, paUWicXlaUl\ WhoVe
ZiWh moWoUi]ed ZheelchaiUV can haYe WUoXble acceVVing
pXblic VpaceV [1]. CXUUenWl\ Whe VoXUceV of infoUmaWion
on Whe acceVVibiliW\ of Vpecific pXblic VpaceV aUe VcaWWeUed
and XnUeliable, and ZheWheU a pXblic Vpace iV
maneXYeUable foU an indiYidXal iV deWeUmined laUgel\
baVed on pUeYioXV e[peUience. CXUUenWl\ WheUe iV no
pXblicl\ aYailable daWabaVe of 3D modelV of bXilding
inWeUioUV foU Whe pXUpoVe of acceVVibiliW\. Open VoXUce
WoolV Wo map pXblic VpaceV and pUeVenW Whem ZiWh Vpecific
feaWXUeV highlighWed e[iVW and aUe Zidel\ aYailable, bXW
haYe noW \eW been applied Wo WhiV Vpecific pXUpoVe.

We hope Wo addUeVV Whe need foU daWa UelaWed Wo Whe
acceVVibiliW\ of pXblic VpaceV b\ XVing modeUn mapping
and feaWXUe anal\ViV WechniqXeV.

1.2 RelaWed WoUkV

SeYeUal WechniqXeV haYe been deYeloped foU mapping
inWeUioU VpaceV. E[ploUaWion of an IndooU- EnYiUonmenW
b\ an AXWonomoXV Mobile RoboW ZaV compleWed aW Whe
UniYeUViW\ of KaiVeUVlaXWeUn b\ ThomaV EdlingeU and
EdZald Von PXWWkameU [2]. ThiV pUojecW choVe Wo XVe a
³BXbble MeWhod´. ThiV meWhod ZoUked, WhUoXgh a YiUWXal
bXbble foUming ZiWh boUdeUV, Zhich ZeUe deWeUmined b\
Whe VcanneU, foUming aUoXnd Whe UoboW. The UoboW ZaV

When pUogUammed Wo e[ploUe Whe bXbble caXVing Whe
YiUWXal bXbble Wo defoUm XnWil WheUe ZeUe no moUe YiUWXal
boUdeUV. The RoboW conWinXoXVl\ VeaUching foU YiUWXal
boUdeUV enVXUed WhaW neZ daWa of neZ locaWionV ZaV
collecWed.  While Whe UoboW ZaV e[ploUing daWa ZaV alVo
collecWed aboXW Whe locaWion of Whe Ueal boaUdeUV. The
UeVXlWV WhaW ZeUe obWained fUom Whe pUojecW aW Whe
UniYeUViW\ of KaiVeUVlaXWeUn ZeUe WhaW WhiV meWhod ZoUkV
in moVW indooU enYiUonmenWV, aV Zell aV can be e[ecXWed
in Ueal Wime, WheUefoUe iV VXiWable Wo be inVWalled on
aXWonomoXV mobile UoboWV.

TheUe aUe man\ popXlaU and pXblicl\ aYailable VolXWionV
foU claVVif\ing imageV. One of WheVe V\VWemV, ReVidenWial
EneUg\ SeUYice NeWZoUk (ReVNeW) iV a common deep
leaUning meWhod WhaW can be XVed foU image
claVVificaWion[4]. The deYelopmenW ReVNeW addUeVVed Whe
iVVXe of Whe YaniVhing gUadienW pUoblem, Zhich iV an
iVVXe WhaW XnUollV Whe neWZoUk each inpXW Wime VWep
UeVXlWing in a YeU\ deep neWZoUk WhaW UeqXiUeV ZeighW
XpdaWeV [3]. ThiV iVVXe ZaV VolYed WhUoXgh Whe cUeaWion of
UeVidXal blockV Zhich alloZV connecWionV Wo be Vkipped
and Whe UeVidXal Wo be paVVed on Wo folloZing la\eUV.
OYeUall alloZing Whe neXUal neWZoUkV Wo be moUe
d\namic [4].

1.3 PUoblem DefiniWion

TheUe iV cXUUenWl\ no Za\ foU Whe appUo[imaWel\ 300,000
CanadianV aged fifWeen and oldeU Zho XVe a ZheelchaiU Wo
eaVil\ deWeUmine ZheWheU Whe\ Zill be able Wo acceVV
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Vmall eVWabliVhmenWV VXch aV UeVWaXUanWV and VhopV [5].
TheiU onl\ opWionV aUe Wo WUaYel Wo Whe bXilding Wo
inYeVWigaWe oU Wo depend on Whe poWenWiall\ XnUeliable
WeVWimonieV of bXVineVV oZneUV, online UeYieZeUV, and
fUiendV and famil\. We aim Wo deYelop a Wechnolog\ WhaW
Zill alloZ ZheelchaiU XVeUV and oWheU indiYidXalV ZiWh
ph\Vical diVabiliWieV Wo haYe acceVV Wo all of Whe
infoUmaWion UeqXiUed Wo deWeUmine if a Vpace iV acceVVible.
ThiV inclXdeV VpecificaWionV VXch aV Whe ZidWh of
dooUZa\V, Whe heighW of VWepV, and Whe locaWion of
handUailV.

The objecWiYe of WhiV pUojecW iV Wo pUogUam a UoboW Wo
aXWonomoXVl\ e[ploUe and map an indooU Vpace and
idenWif\ feaWXUeV WhaW pUomoWe oU hindeU acceVVibiliW\. In
oUdeU Wo VXcceVVfXll\ naYigaWe Whe Vpace, Whe UoboW mXVW
XVe a VimXlWaneoXV locaWion and mapping (SLAM)
algoUiWhm. The cameUa daWa ZoXld be VenW fUom Whe
Waffle Pi Wo a compXWeU Wo cUeaWe a 3D map and idenWif\
impoUWanW aVpecWV of Whe Vpace. The VolXWion mXVW
inWegUaWe SLAM, 3D mapping, and objecW deWecWion Wo
effecWiYel\ aid people liYing ZiWh ph\Vical diVabiliWieV in
WheiU dail\ acWiYiWieV.

2. METHODOLOGY

2.1 HaUdZaUe InWegUaWion

PUopeU implemenWaWion of oXU idea meanW WhaW Ze needed
Wo be able Wo conWUol Whe UoboW UemoWel\, and alVo Wo
UemoWel\ UeceiYe image daWa fUom Whe cameUa aWWached Wo
Whe UoboW.

The fiUVW VWep ZaV configXUing Whe RoboW OpeUaWing
S\VWem (ROS) on Whe UoboW. ROS ZaV eVVenWial foU XV Wo
inWeUface ZiWh Whe UoboW¶V haUdZaUe, inclXding Whe
cameUaV, Whe ZheelV, eWc. ROS XVeV a ³Wopic´ V\VWem WhaW
alloZV XV Wo obWain infoUmaWion aboXW Whe haUdZaUe and
VenVoUV (e.g. baWWeU\ life, YelociW\, locaWion, eWc.). B\
³VXbVcUibing´ Wo WheVe WopicV, Ze can obWain Whe
infoUmaWion. ThUoXgh SSH, Ze UemoWel\ acceVVed Whe
UoboW, and When doZnloaded and inVWalled pUe-bXilW
TXUWleBoW3 VofWZaUe diUecWl\ onWo iW. The Vame VofWZaUe
packageV ZeUe alVo inVWalled on anoWheU compXWeU WhaW
ZaV XVed Wo UemoWel\ conWUol Whe UoboW. The pUe-bXilW
TXUWleBoW3 packageV alUead\ inclXded a VcUipW WhaW
alloZed XV Wo conWUol Whe UoboW ZiWh a ke\boaUd and
moXVe.

AnoWheU cUXcial VWep ZaV configXUing Whe InWel RealSenVe
cameUa, and VeWWing Xp Whe UoboW Wo Vend iWV daWa Wo Whe
lapWop UemoWel\. Since ROS ZaV alUead\ being XVed Wo
inWeUface ZiWh oWheU haUdZaUe on Whe UoboW, Ze naWXUall\
had Wo inVWall Whe appUopUiaWe ROS ZUappeU foU Whe InWel

RealSenVe cameUa. The ZUappeU alloZV XV Wo Vend Whe
cameUa¶V daWa diUecWl\ Wo Whe lapWop XVing ROS¶V Wopic
V\VWem. B\ VXbVcUibing Wo Whe appUopUiaWe cameUa WopicV
XVing UYi] (a YiVXali]aWion Wool bXilW inWo ROS), Ze ZeUe
able Wo Vee Whe 3D modelV and imageV WhaW Whe cameUa
ZaV geneUaWing in Ueal-Wime.

Figure À: Example of a ÂD model generated by the Intel RealSense
camera in rviz�

2.2 SLAM

SLAM inYolYeV Whe UoboW being able Wo aXWonomoXVl\
moYe and map Whe aUea ZiWhoXW haYing a hXman conWUol
iW.

B\ XWili]ing InWel¶V RealSenVe ZUappeU Wo obWain
infoUmaWion fUom Whe cameUa, Whe daWa can be XVed ZiWh
oWheU open-VoXUce ROS locali]aWion packageV Wo geW Whe
UoboW Wo moYe aXWonomoXVl\ and map iWV VXUUoXnding
aUea.

2.3 DaWaVeW and Model CUeaWion

IW pUoYed challenging Wo find an openl\ aYailable daWaVeW
conWaining imageV of indooU bXilding feaWXUeV WhaW aUe
impoUWanW foU acceVVibiliW\. ConVeqXenWl\, a daWaVeW ZaV
cUeaWed XVing Google ImageV. We aWWempWed Wo doZnload
imageV XVing Whe JaYaVcUipW ConVole of Google ChUome,
bXW Whe bUoZVeU began blocking oXU aWWempWV afWeU a feZ
VXcceVVfXl WUialV. The imageV ZeUe inVWead obWained XVing
a leVV efficienW Google ChUome e[WenVion. The daWaVeW
conWained 1500 imageV of VWaiUV, handUailV, and dooUV.

A machine YiVion model ZaV bXilW b\ UeWUaining Whe
IncepWion ReVNeW Y2 model aYailable WhUoXgh KeUaV, an
open-VoXUce P\Whon libUaU\. We choVe Wo XVe WhiV model
becaXVe iW XVeV a conYolXWional neXUal neWZoUk (CNN),
Zhich pUoYideV YeU\ high accXUac\ foU image
claVVificaWion, Zhich haV been demonVWUaWed againVW Whe
ImageNeW daWaVeW. The laVW DenVe la\eU ZaV changed Wo
haYe an oXWpXW dimenVionaliW\ of 3, Zhich coUUeVpondV Wo
Whe nXmbeU of claVVeV WhaW oXU model cXUUenWl\ deWecWV.
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FoU YalidaWion, Ze Uandoml\ VelecWed 20% of Whe imageV
fUom oXU daWaVeW.

FigXUe 2 aboYe VhoZV Whe laVW feZ la\eUV of Whe model¶V
VWUXcWXUe:

Figure Á: Last chunk of layers of the model structure

NoWe WhaW Whe main diffeUence beWZeen IncepWion ReVNeW
Y2 and oXU YeUVion of Whe model iV Whe laVW la\eU.

3. RESULTS AND DISCUSSION

UVing Whe modified YeUVion of IncepWion ReVNeW Y2, Ze
ZeUe able Wo achieYe an accXUac\ of 75% and a loVV of
5.8 againVW Whe YalidaWion imageV VelecWed fUom oXU
daWaVeW.

AfWeU WeVWing XVing imageV Waken ZiWh a phone, and oWheU
imageV Waken fUom Google ImageV, Ze foXnd WhaW Whe
model VWUXggled Wo claVVif\ Whe imageV Ueliabl\. IW alVo
VWUXggled Wo claVVif\ imageV ZiWhin Whe daWaVeW Ze
cUeaWed. ThiV ZaV indicaWiYe of an XndeUfiWWed model.

DXe Wo Whe limiWed Vi]e of Whe daWaVeW, and Whe naiYe
appUoach Wo WUaining, WheVe UeVXlWV ZeUe aboXW aV
e[pecWed. OXU appUoach ZiWh changing Whe Vingle la\eU
had Whe adYanWage of being qXick Wo implemenW, and iW
demonVWUaWed poWenWial. HoZeYeU, Whe accXUac\ of WhiV
cXUUenW implemenWaWion iV Woo loZ foU pUacWicaliW\.
FXUWheU model modificaWion and fine-WXning, oU eYen
conVideUing XVing oU cUeaWing a diffeUenW model
aUchiWecWXUe WhaW caWeUV WoZaUdV oXU XVe caVe haV Whe
adYanWage of being moUe Ueliable, Zhich iV Whe XlWimaWe
goal.

UnfoUWXnaWel\, dXe Wo YeUVion miVmaWching ZiWh Whe
open-VoXUce ROS libUaUieV beWZeen Whe lapWop and Whe
UoboW, Ze ZeUe alVo noW able Wo geW SLAM fXncWionaliW\
fXll\ ZoUking. We ZeUe onl\ able Wo moYe Whe UoboW
manXall\ XVing a ke\boaUd and moXVe, and had Wo map
Whe UoboW¶V VXUUoXnding aUea XndeU oXU conWUol.

4. CONCLUSIONS AND FUTURE WORK

The goal of WhiV pUojecW ZaV Wo pUogUam a UoboW Wo
aXWonomoXVl\ map and e[ploUe a Vpace and idenWif\ ke\
feaWXUeV foU acceVVibiliW\. The UeWUained CNN Uecogni]ed
dooUV, VWaiUV, and handUailV in Whe YalidaWion VeW ZiWh an
accXUac\ of 75%. The pUeciVion of Whe model coXld be
impUoYed b\ aW leaVW 20% WhUoXgh XVing a laUgeU daWaVeW
and fXUWheU Uefining Whe model. FXUWheU ZoUk on Whe
haUdZaUe plaWfoUm, and Wo Whe SLAM VofWZaUe iV
UeqXiUed. AddiWionall\, fXUWheU ZoUk iV UeqXiUed in
implemenWing a diUecW pipeline fUom Whe UealVenVe cameUa
Wo Whe CNN.
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Abstract: Heart disease is a leading cause of death around the world, necessitating the development of software that can 
predict the likelihood of a person having heart disease in the future by analyzing medical data. This prevention method 
will ideally limit the number of heart disease patients. This application’s purpose is to tackle this problem using three 
neural network models to predict a patient’s likelihood of getting heart disease from patient attributes in the Cleveland 
database. Three neural network models were implemented: SVM, KNN, and RBF. The results of all three models were 
optimized to achieve accuracies between 64-95%. A long-term goal is to improve the models’ accuracy to 90-95%. 
  

1 INTRODUCTION 
 

1.1 Motivation  
Heart disease is one of the leading causes of morbidity 
and mortality around the world, with numbers 
increasing every year; the mortality rate is around 31% 
annually. These statistics show that there is an 
increasing need for software to warn an individual the 
probability that he or she will develop heart disease in 
the future, so immediate action can be taken to live a 
healthier lifestyle. Complex algorithms and neural 
networks can be utilized through machine learning and 
artificial intelligence to enable self-learning from data 
without requiring human intervention. 
 
1.2 Related Works  
In a similar investigation into the use of neural 
networks for heart disease prediction, 6 ML classifiers 
were used to validate the Cleveland dataset. It was 
found that Chi-square and principal component 
analysis with RF had the highest accuracy overall. It 
was discussed that a major problem that frequents 
machine learning is the high dimensionality of the 
dataset and reducing this is key to higher accuracies, 
especially through the use of feature selections 
techniques [1].  

1.3 Problem Definition 

The goal of the Heart Disease Predictor is to apply 
different neural networks to improve upon the model¶s 
accuracy in the studies outlined in the Related Works 
and to create an interactive front-end for users to 
access this information.  
 
2 METHODOLOGY 

2.1 Data  
First, start with presenting the data. The dataset that 
was analyzed is the Cleveland dataset obtained from 
the UCI ML repository. The dataset contains 14 
medical parameters that were sorted through.  
 
2.2 Proposed Solutions and Evaluation 
2.2.1 SVM 
The SVM algorithm is essentially a method of creating 
a hyperplane of best fit or decision boundary to sort 
data into separate categories. In the case of the heart 
disease predictor, a hyperplane of best fit divides 
patient data into either the prediction that the patient 
does or does not have heart disease [2]. 

Kernels are used to implement an SVM and each type 
of kernel has unique parameters that need to be tuned. 
Three kernels were used and optimal values for each 
keUnel¶V paUameWeUV were found.  
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To find the optimal value of each parameter, the team 
created a program to loop through the SVM algorithm 
and output the accuracy for different parameter values. 

2.2.2 KNN 
KNN is a supervised machine learning algorithm that 
depends on input data to produce an output based on 
new unlearned data. This algorithm assumes that 
similar data will exist in a closer proximity. The 
calculation of similarity comes from calculating the 
distance between two points. The distance between the 
points as well as an index is then appended to an 
ordered collection. It is then sorted by ascending order 
of distances collected where the K values of the first 
few data points are selected. These K values in 
classification will return the mode [3]. 

Choosing the correct and most appropriate K value is 
crucial to improving the accuracy. The K value is 
modified until it reaches an optimized accuracy. 
Eventually, there will be more noticeable errors in the 
results, meaning that the K value has become too large. 
Conversely, reducing the K value to 1 reduces stability 
as the algorithm is observing a singular nearest 
neighbor. For this classification problem, K is typically 
an odd number to act as a tiebreaker [3].  

2.2.3 RBF 
The RBF Neural Network is a three-layer feedforward 
neural network using clusters with a smooth gradient. 
The first layer is an input layer, the second applies the 
RBF, and the third is the output layer which is 
determined by applying a weight (found using least 
squares linear regression) to layer two. The 
classification of an unknown point is determined by 
first finding the RBF vectors of the point with respect 
to their centroids (these centroids are found by 
performing k-means). The next step is to then apply a 
weight to each of these vectors and determine the 
maximum value. Finally, the index of this maximum 
value is then returned as the class that the unknown 
point belongs to.  

The model was optimized by refining the 
hyperparameters beta, the speed of decay of the 
gradient, and k, the number of clusters, for maximum 
accuracy. The two equations considered for beta are 
shown below [4]: 

(1)            (2) 

Different values of k ranging from 0 to 250 clusters 
were tested for each beta equation. 

3 RESULTS AND DISCUSSION 
The highest accuracy of each model is shown in Table 
1 below. 

Table 1 - Summary of Model Accuracy 
Model Maximum Accuracy  
SVM 88.5% 
KNN 87%  
RBF 89%  

 
3.1 SVM 
Many trials were completed by changing a parameter 
for each kernel. The accuracy changes because it 
affects the shape of the hyperplane. Figures 1 - 3 show 
the results of using a program to test many parameter 
values for each kernel. Table 2 summarizes the highest 
accuracies for varying the parameters of each kernel. 

 
Figure 1 - SVM Polynomial Kernel 

 
Figure 2 - SVM Linear Kernel 

 
Figure 3 - SVM RBF Kernel 

Table 2 - SVM Best Parameters 
Kernel Parameter Accuracy  

Polynomial Degree = 9  0.7377  
Linear C = 75 0.8852459  
RBF Gamma = 1 0.590  

 
The linear kernel with a C value from 60-80 resulted in 
the most accurate predictions. This range is due to the 
limited data as no data points lie within this range. A 
linear kernel with a C value of 75 was used for the 
Anvil application. 

3.2 KNN 
KNN is 64-95% accurate, showing the best result with 
K=13 at 87% accuracy. The team experimented with 
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all the odd values from 1-19 to see the accuracy at a 
large range of K values. As expected, there was some 
variability of the accuracy with each K value, so an 
approximate average accuracy value was recorded and 
summarized in Table 3 below. Each K value was re-
run 10 times, and the high and low values were 
recorded for each [4].  

Table 3 - KNN RBF Kernel 

 

 
Figure 4 - KNN RBF Kernel 

There are several advantages to this algorithm: it is 
easy to implement and simple since the user only 
needs to tune parameters and does not need to build 
the model from scratch. Although in this project it was 
used for the purpose of classification, it is super 
versatile and can be used for regression and search as 
well. The main disadvantage is that it should not be the 
chosen algorithm when predictions are required to be 
made rapidly.  

 
3.3 RBF 
The model accuracies for the different parameters are 
shown in Figure 5 and 6 below. A summary of the 
maximum accuracies from each beta equation are 
shown in Table 4. Based on this evaluation, the 
optimal beta was determined to be Eq. 2 with a k of 35 
clusters which was implemented in the final model.  

 
Figure 5 – Accuracies for Eq. (1)               Figure 6 - Accuracies for Eq. (2)  

 
Table 4 - Maximum Accuracy for Each Beta 

Beta k Maximum Accuracy 
Eq. (1) 33 86.89% 
Eq. (2) 35 89.02% 

Some advantages of RBF neural networks include 
higher accuracy and better efficiency. When dealing 
with noisy input data, RBF networks outperform 
conventional neural networks in terms of robustness 
and tolerance. Disadvantages include sensitivity to 
dimensionality and the possibility of not achieving the 
best performance due to a local minimum problem.  
 

4. CONCLUSIONS AND FUTURE WORK 
 
In conclusion, with the three models: SVM, RBF, and 
KNN, the highest accuracy in each model was 
optimized at 88.5%, 89%, and 87%, respectively. 
Since all the results were similar, and KNN fluctuated 
with a degree of error, the three methods were all 
presented on the website for the discretion of the user.  

In the future, the group would like to optimize to 
accuracies in the range of 90-100% and develop an app 
that would allow medical professionals to use to 
confirm their heart disease diagnostics. One major 
challenge that the group faced was the large variability 
in the results; a way to improve this would be to obtain 
much more data, beyond the UCI heart disease dataset.  
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k  Avg. Accuracy Test 
Set (%)  

Low Range 
Value (%) 

High Range Value 
(%) 

k=1 73 64 82 
k=3 82 74 89 
k=5 82 77 85 
k=7 83 77 89 
k=9 83 75 89 
k=11 83 69 89 
k=13 87 72 95 
k=15 85 77 90 
k=17 83 74 92 
k=19 80 75 85 
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AbVWUacW: CUHaWLYLW\ aQG aUWLVWLc H[SUHVVLRQ KaYH aOZa\V VHW KXPaQV aSaUW LQ WHUPV RI ZKaW PaNHV XV 
LQWHOOLJHQW. AV PacKLQHV bHcRPH PRUH caSabOH aQG LQWHOOLJHQW, WKH\ caQ SKaVH RXW WaVNV RI LQcUHaVLQJ 
cRPSOH[LW\. TKH JRaO RI WKLV ZRUN LV WR GHPRQVWUaWH a PacKLQH OHaUQLQJ PRGHO¶V abLOLW\ WR UHcUHaWH cUHaWLYH 
WaVNV, XVLQJ WKH C\cOH GHQHUaWLYH AGYHUVaULaO NHWZRUN (GAN) aUcKLWHcWXUH WR cUHaWH aUWZRUN RXW RI 
SKRWRJUaSKV. ASSURacKLQJ LPaJH WUaQVOaWLRQ ZLWK a C\cOHGAN aOORZV IRU WKH XVH RI XQSaLUHG GaWa ZKLOH 
WUaLQLQJ. UWLOL]LQJ WKH AGaP RSWLPL]HU ZLWK cXVWRP K\SHU-SaUaPHWHUV, aQG WKH OHaVW VTXaUHV ORVV IXQcWLRQ, WKLV 
ZRUN LV abOH WR JHQHUaWH aUWZRUN WR a VLPLOaU GHJUHH aV a KXPaQ aUWLVW. 
 

1. INTRODUCTION 
 

1.1 MoWiYaWion  
 

GeneraWiYe adYerVarial neWZorkV can be implemenWed 
inWo a Zide YarieW\ of applicaWionV inclXding, bXW noW 
limiWed Wo image-Wo-image WranVlaWion and generaWing 
realiVWic fakeV of hXman faceV [1]. The XWili]aWion of a 
c\cle-conViVWenW GAN alloZV for Whe XVe of Xnpaired 
image daWaVeWV. ThiV XniqXe feaWXre of c\clic GANV 
eliminaWeV Whe need Wo deYelop large daWaVeWV WhaW 
conWain paired imageV, Zhich can be Wime e[haXVWiYe 
[2]. ThroXgh WhiV deep learning neWZork, one can 
WranVform an image b\ alWering iWV VW\liVWic elemenWV 
ZiWhoXW an\ prior arWiVWic e[perience. GeneraWiYe 
adYerVarial neWZorkV haYe a long liVW of real-Zorld 
applicaWionV. ThiV inclXdeV Whe generaWion of image 
daWaVeWV, realiVWic imageV, carWoon characWerV, and 
YarioXV aVpecWV of phoWograph enhancemenW [3].  
 
1.2 RelaWed WorkV  
 
The 2017 paper b\ J.Y ZhX eW. al focXVeV on Xnpaired 
image WranVlaWion XVing c\cle-conViVWenW generaWiYe 
adYerVarial neWZorkV. The\ engineered an approach 
WhaW alloZed one Wo WranVlaWe a VoXrce image inWo a 

WargeW image ZiWhoXW Whe need for paired e[ampleV [2]. 
The foXndaWion of Whe model dependV on Whe 
adYerVarial loVV and c\cle conViVWenc\ loVV. IW makeV 
XVe of WZo generaWorV and WZo diVcriminaWorV WhaW are 
conViVWenWl\ aW baWWle ZiWh one anoWher Zhich breZV Whe 
adYerVarial relaWionVhip. AV Whe generaWor generaWeV 
imageV for Whe diVcriminaWor from an inpXW daWaVeW, Whe 
Vame image iV When pXW WhroXgh a Vecondar\ generaWor 
WhaW aWWempWV Wo reYerW Whe image back Wo Whe original. 
The c\cle conViVWenc\ loVV iV an imporWanW aVpecW of 
Whe oYerall accXrac\ of Whe GAN. Their model handled 
Whe change in coloXr and We[WXre Yer\ Zell, bXW 
geomeWric changeV Veem Wo be a challenge [2].  
 
1.3 Problem DefiniWion 
 
The goal of WhiV Zork iV Wo creaWe a c\clic GAN 
frameZork WhaW mapV landVcape and archiWecWXral 
phoWographV Wo impreVVioniVW painWingV Vimilar Wo Whe 
ZorkV of French painWer, PaXl Ce]anne. DXe Wo Whe 
adYerVarial naWXre of Whe frameZork, VWandard ML 
aVVeVVmenW meWricV VXch a loVV and accXrac\ are leVV 
applicable. ThiV iV becaXVe Whe goal of each generaWor 
iV Wo increaVe Whe loVV of iWV reVpecWiYe diVcriminaWor 
Yice-YerVa. GANV are a VeW of machine learning 
frameZorkV in Zhich WZo neXral neWZorkV, a 
generaWiYe (or µgeneraWor¶) and a diVcriminaWiYe (or 
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µdiVcriminaWor¶) neWZork, compeWe in WermV of Whe 
diVWribXWion of daWa. The generaWor mapV daWa from a 
daWaVeW Wo a daWa diVWribXWion of inWereVW, Zhile Whe 
diVcriminaWor WakeV WhiV mapped daWa and WrieV Wo 
deWermine ZheWher iW coincideV ZiWh Whe WrXe daWa 
diVWribXWion. The goal of Whe generaWor iV Wo increaVe 
Whe error raWe of Whe diVcriminaWor, WhiV makeV Whe 
frameZork adYerVarial and greaWl\ improYeV model 
accXrac\ [4]. A c\cle GAN can be XVed Wo demonVWraWe 
Whe abiliW\ of an ML model Wo recreaWe creaWiYe WaVkV 
VXch aV Wo creaWe painWingV from archiWecWXral 
landVcapeV.  

 
FigƵre ϭ͗ Components of a CǇcle General Adǀersarial Netǁork 

2. METHODOLOGY 
 
2.1 DaWa CollecWion 
 
For image WranVlaWion XWili]ing a C\cleGAN WZo 
diVWincW daWaVeWV are reqXired. The firVW daWa VeW 
conWainV daWa in Whe original formaW, in WhiV caVe, real 
landVcape phoWographV. The Vecond daWa VeW conWainV 
oXr WargeW formaW, Ce]anne arWZork. TenVorFloZ¶V 
bXilW-in daWa VeW, Ce]anne2PhoWo, ZaV pXW inWo XVe 
proYiding Wraining and WeVW daWa VpliW inWo boWh 
preYioXVl\ menWioned reqXired VeWV. 
 

 
FigƵre Ϯ͗ Dataset Contents 

2.2 GeneraWor NeWZork 
 
The generaWorV are VWrXcWXred folloZing Whe U-neW 
VWrXcWXre deVcribed in Whe paper ³U-NeW: ConYolXWional 

NeWZorkV for Biomedical Image SegmenWaWion´ [5] 
Zhere an image folloZV a VerieV of doZn-Vampling and 
Xp-Vampling reVXlWing in a remapped image. The 
generaWor doZn-VampleV Whe inpXW image Zhich 
conViVWV of appl\ing a conYolXWional la\er and a ma[-
pooling la\er. Each doZn-Vample caXVeV Whe image 
dimenVionV Wo change Zhile increaVing Whe channel 
depWh. Up-Vampling XWili]eV conYolXWion WranVpoVe 
la\erV WhaW bXild Whe image back Xp Wo Whe original 
dimenVionV and channel depWh. 
 
2.3 DiVcriminaWor NeWZork 
 
The diVcriminaWorV folloZ a fairl\ VWandard 
conYolXWional neXral neWZork VWrXcWXre. Each 
diVcriminaWor haV a VerieV of conYolXWionV and pooling 
la\erV folloZed b\ a flaWWen la\er Vo WhaW Whe imageV 
can be rXn WhroXgh a VeW of denVe la\erV WhaW oXWpXW 
ZheWher Whe image iV real or fake.  
 
2.4 OpWimi]er  
 
The Adam opWimi]er iV XWili]ed for Whe Wraining of Whe 
C\cleGAN, WhiV iV Wo Wake adYanWage of Whe adapWiYe 
momenW eVWimaWion. The model ZaV originall\ Wrained 
XVing Whe folloZing parameWerV for boWh Whe generaWorV 
and diVcriminaWorV aV oXWlined b\ Whe original 
C\cleGAN paper [2]. 
 
𝛼 ൌ 0.0002                                                         ሺ1ሻ 
𝛽 ൌ 0.5                                                                ሺ2ሻ 
EqƵation ϭ͕ Ϯ͗ Initial Optimiǌer HǇperͲParameters   

ThroXgh Yar\ing WrialV of Wraining, Whe iniWial learning 
raWe, alpha, ZaV kepW conVWanW Wo proYide an eqXal 
VWarWing poinW for each neWZork. The beWa YalXe 
repreVenWing Whe firVW momenW of gradienW deVcenW 
deca\ ZaV loZered Wo 0.3 for Whe generaWor neWZorkV, 
WhiV ZaV afWer Whe obVerYaWion WhaW Whe diVcriminaWorV 
conVWanWl\ oXWperformed Whe generaWorV. 
 
2.5 LoVV FXncWion   
 
TZo loVV fXncWionV Zere conVidered Zhen deYeloping 
boWh Whe generaWor and diVcriminaWor neWZorkV. The 
firVW ZaV binar\ croVV-enWrop\, Wo fiW Whe caWegorical 
naWXre of Whe diVcriminaWor neWZorkV. The Vecond ZaV 
Whe leaVW VqXareV GAN loVV aV oXWlined b\ XXdong 
Mao, eW al. in Wheir 2016 paper WiWled ³LeaVW SqXareV 
GeneraWiYe AdYerVarial NeWZorkV.´ [6]. 
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FigƵre ϯ͗ BinarǇ Cross EntropǇ Discriminator Loss 

 
FigƵre ϰ͗ Least SqƵares Discriminator Loss 

FigXre 1 VhoZV WhaW ZiWh binar\ croVV enWrop\ Whe 
diVcriminaWor loVV qXickl\ approacheV 0 and mainWainV 
a loZ YalXe. FigXre 2 VhoZV WhaW ZiWh leaVW VqXareV loVV 
Whe diVcriminaWor loVV conWinXeV Wo oVcillaWe. 
InWXiWiYel\, binar\ croVV enWrop\ VeemV Wo be Whe beWWer 
opWion bXW becaXVe of Whe deVired adYerVarial naWXre of 
a C\cleGAN, Whe oVcillaWionV in FigXre 2 are more 
appropriaWe aV iW VhoZV WhaW Whe mXlWiple neWZorkV are 
improYing one anoWher. TheVe reVXlWV deWermined WhaW 
leaVW VqXareV loVV ZoXld be XVed moYing forZard. 
 
ሺDሺxሻ –  1ሻଶ  +  ሺD൫Gሺzሻ൯ሻଶ                            ሺ3ሻ                           
EqƵation ϯ͗ Discriminator Loss  

ሺD൫Gሺzሻ൯ –  1ሻଶ                                                   ሺ4ሻ                                                    
EqƵation ϰ͗ Generator Loss 

3. RESULTS AND DISCUSSION 
 

AV menWioned preYioXVl\, VWandard meWricV VXch aV 
accXrac\ and loVV are noW aV applicable in Whe caVe of 
arW generaWion aV iW iV difficXlW Wo qXanWiWaWiYel\ 
deWermine ZheWher an image paVVeV aV arW. FigXreV 5, 6, 
and 7 diVpla\ Vome of Whe generaWed imageV.  
 

                     
FigƵres ϱ͕ϲ͕ϳ͗ Generated Artǁork 

Major poinWV of improYemenW for WhiV model and a 
poinW of conVideraWion for oWher C\cleGAN 
applicaWionV ZoXld be Whe reVolXWion of Whe imageV. 
WiWh limiWed hardZare reVoXrceV obWaining high-
reVolXWion imageV became qXiWe difficXlW. AVide from 
Whe reVolXWion, Whe reVXlWV are a VWrong indicaWor of AI¶V 
capabiliW\ Wo aXWomaWe more creaWiYe WaVkV VXch aV arW 
generaWion. 

4. CONCLUSIONS  
 

OYerall, oXr C\cleGAN ZaV VXcceVVfXl in WranVlaWing 
landVcape phoWographV inWo Ce]anne painWingV. We 
achieYed a deVirable oXWcome for Whe loVV of boWh 
neWZorkV and can VXbjecWiYel\ deWermine WhaW Whe arW 
prodXced ZaV accepWable. FXWXre VWepV for WhiV projecW 
ZoXld be Wo aWWempW XVing daWaVeWV from oWher arWiVWV. 
ThiV ZoXld creaWe a YiVXal compariVon of hoZ oXr 
model can mirror differenW arW VW\leV. B\ doing WhiV, Ze 
ZoXld haYe a qXaliWaWiYe meWric for hoZ Zell Whe 
C\cleGAN can prodXce arW. We ZoXld be able Wo 
compare reVXlWV in man\ differenW VW\leV, and 
eYenWXall\ ma\ be able Wo creaWe more XniqXe and 
abVWracW arW.   
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Abstract: With the growing occurrence of natural disasters, such as wildfires, and dwindling natural resources, 
WUacking Whe deYelRSmenW Rf BUiWiVh CRlXmbia¶V fRUeVWV iV Rf incUeaVing imSRUWance. The SXUSRVe Rf WhiV SURjecW 
is to identify and classify human disturbances, specifically tree cut blocks, with higher accuracy (greater than 
90%) and consistency than human classification. Automatically identifying these geographic features provides a 
great benefit in terms of efficiency to technicians in the forestry and resource industries because manual 
classification is a time-intensive task. This furthers the progression in environmental technology and is a step 
towards using Artificial Intelligence to bring change in preserving and protecting the environment. Currently, an 
image segmentation algorithm using k-means clustering and a convolutional neural network model have been 
implemented to label areas where trees have been cut down from aerial images, with plans for an intuitive user 
interface. 
 
 

1. INTRODUCTION 
 

1.1 Motivation  

Identifying disturbances is a key process in forest

 ecosystem dynamics [1]. They strongly influence the 
structure, composition, and proper functioning of 
forest ecosystems [2]. They also determine the spatial 
and temporal patterns of forested landscapes [3]. 
Furthermore, disturbances are relevant factors in the 
management of ecosystems for functions, goods, and 
services [4]. These disturbances need to be found and 
classified to better understand the forest ecosystems. 
Normally these disturbances are manually classified 
by humans, but this solution is not optimal because it 
can be labour-and time-intensive. The purpose of the 
forest ecosystem analysis software is to be able to 

identify and classify tree cut blocks. The project aims 
to use object detection and image segmentation to 
create an algorithm that will classify these 
disturbances with higher accuracy and consistency 
than human classification. 

1.2 Related Works  
 
While the monitoring of forest resources is still in its 
infancy as an application of data science and machine 
learning, there have been applications of it in some 
studies

S. states. In the peer-reviewed article, Satellite 
Inventory of Minnesota Forest Resources, the team 
was able to achieve a classification accuracy of 75% 
in classifying the amount of forested area across 6 
forest classes [5]. 
 

This was done through a mix of primary sampling unit 
(PSU) sampling and disturbance classification using 
two-phase, stratified sampling. While this application 
is similar to the one discussed in this paper, the 
execution does not include any traditional machine 
vision clustering techniques. 
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1.3 Problem Definition 
 
The client uses aerial images taken from planes and 
satellites to conduct analyses of natural areas to guide 
prediction. They face the issue of having to manually 
analyze and identify human disturbances. This process 
is quite tedious and expensive. To solve this 
monotonous task, the objective of this project is to 
identify and classify tree cut blocks through the use of 
computer vision. Thus, the process of identifying the 
traits of a natural area would be automated and would 
yield a higher accuracy and consistency compared to 
human classification. Ideally the model must yield 
results that are considered accurate without the need 
for a human to verify the outcome. 
 

2. METHODOLOGY  
 

The client provided the team with aerial images in the 
MrSID file format and labels in the TIFF format. The 
aerial images were around 100 megabytes (MBs) each. 
The Python library used for reading the raster images 
is the Geospatial Data Abstraction Library (GDAL). 
 
The first solution is an unsupervised one using k-
means clustering in the Open Source Computer Vision 
(OpenCV) library. K-means clustering tries to group 
similar data points into clusters. The images were 
converted to grayscale for reduced memory 
consumption. The algorithm worked on a computer 
with at least 16 gigabytes (GBs) of memory. The 
required output cluster was cleaned using Gaussian 
filWeUing folloZed b\ OWVX¶V WhUeVholding. Figure 1 
shows an input image, its labels, and the k-means 
clustering output.

The other solution is using a supervised method, 
namely a convolutional neural network (CNN). The 
model is U-NET with the VGG11 Encoder. The 
images were resized and split into tiles for reduced 
memory consumption. The algorithm worked on 
Google Colab¶V gUaphicV pUoceVVing XniW (GPU) ZiWh 

less than 13 GBs of memory. 80 percent of the tiles 
were used for training and 20 percent were used for 
testing, and the tiles were shuffled to be randomly 
selected. Figure 2 shows a sample tile with its labels 
and model output. The tiles would have to be merged 
and resized again once the algorithm is finished.

To evaluate the proposed solutions, a confusion matrix 
from the Python library, scikit-learn, was used. The 
oXWpXW ZaV compaUed Wo Whe clienW¶V labelV Wo 

determine if overlapping pixels had the same label 
(i.e., black/positive or white/negative). Figure 3 shows 
the confusion matrix framework for this project. 

Figure 2: A sample tile (left), its labels (middle), and the predicted labels from the CNN model (right). 

Figure 1: An aerial image (left), its labels (middle), and the corresponding cleaned cluster (right). 
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Figure 3: The defined confusion matrix for this project. 

 
3. RESULTS AND DISCUSSION 

 
The accuracy, precision, recall, and F-score were 
calculated for the k-means clustering algorithm and 
the testing component of the CNN model using the 
values from the criteria matrices. The results are 
shown in Table 1. 
 
Both solutions yielded high metrics, but the CNN 
performed better. For k-means clustering, the right 
cluster has to be manually identified from all the 
output clusters, the number of clusters and iterations 
required may vary, and there is no way to ensure 
consistent results because it is an unsupervised 
method. For the CNN model, there is training 
involved, which means that more consistent results are 
possible, and there is less human interaction so the 
process can be more automatic and integrated into a 
simpler user interface. 
 

Model K-Means CNN 
Accuracy 96% 98% 
Precision 85% 84% 

Recall 71% 96% 
F-Score 77% 89% 

Table 1: Results of the k-means clustering algorithm after de-noising 
and the CNN testing subset using the values from the confusion 
matrices. 

 
4. CONCLUSIONS AND FUTURE WORK 

 
The work the team has completed so far is excellent, 
though it will need to be formalized in order to be 
delivered to the client. The accuracy scores listed 
above prove the soundness of this application, though 
these scores will need to be validated across a wider 
set of images moving forward. The CNN system will 
be implemented due to increased accuracy and 
removal of the need for user input, though memory 
constraints are an important issue to consider. 
 

Usability is also an important goal for the client, as 
users need not be experienced in programming or 
machine learning. Accordingly, the development of a 
basic user interface is also crucial for the success of 
the system. 
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Abstract: With the growing number of self-investors in the financial markets today, there must be more tools to 
help investors make informed decisions. The goal of this project is to group similar companies together and 
perform basic peer analysis and comparison on these companies. This is achieved by using various clustering 
methods to group companies together, and finally, perform analysis on these clusters through supervised 
learning and Shapley values. The attributes of each company selected to perform clustering were important 
accounting ratios to determining a compan\¶s success - both financially and on the stock market. The final 
model uses affinity propagation clustering and produces thirteen final clusters. 
 
 

1. INTRODUCTION 
 

1.1 Motivation  
 

In 2020, more than 2.3 million Canadians opened 
investing accounts [1]. This trend was found all 
throughout North America, as the lead personal 
investing platform, Robinhood, alone saw 13 million 
new traders in the past year [2]. As a result of these 
trends, there has been a growing concern as to the 
responsibility of non-professional traders, and the lack 
of knowledge behind their investment decisions. This 
has resulted in many Canadians being placed in 
positions of high financial risk. As interest in stock 
investments continues to grow among the public, it is 
important to provide stock analysis tools to create 
more informed decisions, thus placing the public at 
less financial risk. 
 
1.2 Related Works  
 
There have been numerous attempts to build 
comparative financial analysis tools for equities in the 

stock market using machine learning techniques. In 
2015, the Marbaselios College of Engineering 
developed a clustering and regression model for stock 
prediction [3]. The research developed demonstrated 
that partitioning-based clustering performed better than 
density-based clustering and hierarchical-based 
clustering. Another similar project was developed by 
the Intel Institute of Science [4]. In the project 
developed by Intel, hierarchical agglomerative and 
recursive k-means clustering was effectively used to 
predict the short-term stock price movements after the 
release of financial reports. 
 
1.3 Problem Definition 
 
The problem tackled in this project is to develop a 
method to compare and group different publicly traded 
companies. This was achieved by employing various 
clustering models to separate and classify companies; 
as well as by determining the key financial metrics in 
each grouping. 
 

2. METHODOLOGY 
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This project was completed in three phases: data 
preparation, clustering technique experimentation, and 
supervised learning. 
 
2.1 Data Collection and Preparation 
 
A dataset from kaggle.com containing 200+ Indicators 
of US Stocks from 2014-2018 [5], was used for this 
project. This dataset was then prepared for use by 
eliminaWing blank ³NoW a NXmber´ (NaN) YalXe roZs 
and narrowing down the number of attributes 
contained within the dataset. The accounting ratios 
(attributes) used were those that investors would most 
commonly use to assess the financial performance of 
any company as this would allow us to better analyze 
firms across industries. These would include earnings 
per share and the price-earnings ratio which most 
investors are typically concerned with. The data was 
also normalized prior to clustering. 
 
2.2 Clustering Models 
 
Once the dataset was cleansed, various clustering 
techniques were applied to it such as k-means, 
DBSCAN, spectral, agglomerative, Gaussian mixture, 
and affinity propagation. Each clustering technique 
was then compared to one another through the quality 
of the clusters generated. For example, DBSCAN 
yielded most of the companies forming in one singular 
cluster, which is not useful for the purposes of this 
project. 
 
2.3 Supervised Learning 
 
Once the most effective clustering technique was 
selected, the Random Forest supervised learning was 
trained using the cluster number as the target attribute, 
to learn more about the feature importances of the 
clusters. Shapley values were also used to further 
explain the significance behind each attribute in the 
model.  
 

3. RESULTS AND DISCUSSION 
 
3.1 Clustering Attributes 
 
The attributes (accounts/ratios) of the dataset were 
truncated to only keep the ones that were useful. The 
final list of accounting ratios used for clustering is 
shown in Table 1. 
 

Table 1: Accounting Ratios used for clustering the data. 

Net Cash Flow/ 
Change in Cash 

Average Payables Average 
Receivables 

Current Ratio SG&A to Revenue Days of Payables 
Outstanding 

Days of Inventory 
Outstanding 

EBIT per Revenue Debt to Assets 

Debt to Equity Payout Ratio Return on Equity 

R&D to Revenue PE Ratio Dividend Yield 

 
After cleaning the dataset and isolating for the above 
attributes, 3568 companies remained for use in the 
clustering process. 
 
3.2 Clustering Methods 
 
The clustering methods experimented with were k-
means, DBSCAN, agglomerative, spectral, Gaussian 
mixture and affinity propagation. Of the following 
techniques only Gaussian mixture and affinity 
propagation yielded distinct clusters between the 
companies due to the large variation within the 
normalized data. The unsuccessful techniques yielded 
most of the companies forming in the same cluster or 
the marking of most data as noise. 
The affinity propagation clustering method works by 
comparing the different data points within the data to 
each other using matrices. When two points attributes 
are similar enough, they form a criterion matrix for the 
newly formed cluster which other data points must 
satisfy to join this cluster. This method eliminates the 
need to specify the number of clusters and different 
numerical metrics. 
The affinity propagation clustering formed 46 clusters 
and had a silhouette coefficient score of 0.367. Some 
of the clusters formed with limited data points which 
indicated noise within the data. These clusters were 
filtered out and resulted in 13 distinct clusters.

 
Figure 1: Results from affinity propagation clustering. The cluster 
number is on the left and number of companies in each cluster is on the 
right. 
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3.3 Random Forest and Shapley Values Analysis 
 
After the formation of the clusters, they were analyzed 
using a combination of random forest and Shapley 
values to identify the dominant features. The random 
forest gave a very high accuracy score of 94.74% in 
identifying which cluster each company belonged to. 
The most influential features in the formation of 
clusters were debt to assets, current ratio, and debt to 
equity. 

 
Figure 2: Contribution of features to the formation of different clusters. 

Shapley values incorporate the model produced by the 
Random Forest algorithm to measure the contribution 
of a feature in each cluster individually. This is done 
using coalition game theory, by measuring the 
importance of each attribute to the predicted value [6]. 
An example can be seen in cluster 5, where most 
pharmaceutical and research companies were grouped. 

 
Figure 3: Sample results for cluster 5. 

4. CONCLUSIONS AND FUTURE WORK 
 

Without time constraints, further expansions to the 
project can be considered. 
The first consideration would involve examining the 
companies within each cluster at a far more granular 
level to get a better understanding of their financial 
structures and the industries they operate in. This 
would allow the algorithm to further refine each 
industry cluster and identify closer similarities 
between companies within the same cluster. 
The second application would be the analysis of the 
relative importance and impact of qualitative financial 
information on investment decisions. This analysis 
relies on non-quantifiable information such as 
management expertise, industry cycles, the strength of 
research and development, and labor relations [6]. 
Natural language processing can be applied to analyze 
textual data taken from management letters, financial 
statement notes, and other disclosed company 
announcements. 
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Abstract: To combat rising health care expenses and wait times across Canada, our team in conjunction with 
Kingston Health Science Center developed a time series forecasting model to predict hospital bed occupancy. 
UVing FacebRRk¶V PURSheW libUaU\ aV a fUameZRUk, Whe mRdel ZaV WUained and WeVWed ZiWh KingVWRn GeneUal 
Hospital occupancy data and turned into a web application for easy administrative use. Forecasting 365 days 
in advance the model displayed a mean absolute percentage error of 10.34 and a root mean square error of 
11.31. Overall, the model effectively predicted bed occupancy and can easily be implemented by the Kingston 
Health Science Center to help prepare for surges as well as make their schedule more efficient. 
 
 

1. INTRODUCTION 
 

1.1 Motivation  
 

Canada has a hospital bed problem. The country ranks 
34th in available hospital beds [1] and has a funding 
model that financially punishes hospitals for operating 
over capacity. These factors contribute to high patient 
wait times [2], overworked nurses [3], and 
underfunded hospitals. Many of these issues could be 
mitigated if hospital administrators had a better 
understanding of occupancy trends. Knowing how 
many patients to expect would allow the hospitals to 
move patients to less busy facilities, schedule an 
appropriate number of nurses, and save the hospitals 
thousands of dollars per bed [4]. Our goal is to create a 
time series forecasting model that can predict hospital 
bed occupancy accurately and easily be implemented 
by health care administrators. 
 

1.2 Related Works  
 
This program is a continuation of a QMIND project in 
2020 with the same objective. That team used an 
autoregressive integrated moving average (ARIMA) 
model and was able to achieve extremely accurate 
results. Unfortunately, their model required being 
retrained daily which inhibited its ability for long term 
predictions. 
 
1.3 Problem Definition 
 
To maximize capability, hospitals need to know how 
many patients to accept each day. This information 
will allow them to schedule elective surgeries 
efficiently, know how many employees are needed, 
and prepare for expected surges. By expanding 
forecasting models to predict long term bed occupancy 
hospitals will have useful information to help optimize 
their operations. 
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Figure 1. Comparison of predicted (Blue) vs. actual (Orange) bed occupancy at Kingston General Hospital 
from April 21st, 2014 to March 31st, 2018. 
 

2. METHODOLOGY 
 
The Kingston Health Science Center provided 
occupancy data from Kingston General Hospital 
between April 2014 and March 2019. Each 
observation included the date, admissions, discharges, 
da\ Rf Whe ZeeN, aV ZeOO aV if QXeeQ¶V UQiYeUViW\ ZaV 
in session or on holiday. 
 
This data set trained a time series forecasting model 
bXiOW RQ S\WhRQ ZiWh FacebRRN¶V PURSheW OibUaU\. The 
Prophet neural network was developed by Facebook to 
predict groups users would likely join based off their 
page likes and expressed interests. We chose Prophet 
because of its forecasting proficiency and it seamlessly 
integrating with our web application. The algorithm 
trained multiple times using different combinations of 
variables to find the most accurate forecasts. 
 
Accuracy was calculated by comparing the predicated 
and actual occupancy over the course of 365 days. 
 
Finally, a user-friendly web application was built that 
allows the model to be retrained on new data as well as 
forecast occupancy data for any specified time frame.  
 

3. RESULTS AND DISCUSSION 
 
Table 1. Statistical results from 365-day forecast using 
Prophet model. 
 

 Mean Absolute 
Percentage Error 

Root Mean 
Square Error 

365 Day 
Forecast 10.34 11.31 

 

 
 
Figure 2. Comparison of predicted (Blue) vs. actual 
(Orange) bed occupancy at Kingston General Hospital 
from January 1st, 2019 to March 31st, 2019. 
 
The 365-day forecast had a mean absolute percentage 
error of 10.34 and a root mean square error of 11.31 
(Table 1). 
 
The statistical results suggest the model can accurately 
forecast bed occupancy 365 days in advance. The four-
year forecast (Figure 1) shows the model generally 
follows monthly trends including a sharp decrease 
during the December holidays and a gradual increase 
after Canada Day. Furthermore, the smaller three-
month forecast (Figure 2) demonstrates the model 
takes weekly trends into account with Sundays usually 
being the least busy day. These figures also display 
limitations to the model, particularly that it always 
predicts a seemingly average number of patients. The 
four-year forecast shows an occupancy spike in April 
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2016 which the model failed to detect. This is partially 
due to the nature of hospitals with accidents occurring 
randomly causing a surge of patients, however, the 
model does not have access to what each bed is being 
used for which could give insight into why those 
spikes occurred and if they could have been predicted. 
Keeping these limitations in mind the model is not 
accurate enough to replace human judgement and 
automate the hRVSiWaO¶V schedules, however, is 
effective enough to be a useful tool to augment 
adPiQiVWUaWRU¶V e[SeUWiVe aQd VhRXOd heOS RSWiPi]e 
operations. 
 

4. CONCLUSIONS AND FUTURE WORK 
 

This project attempted to create a time series 
forecasting model that could accurately predict 
hRVSiWaO bed RccXSaQc\. UViQg FacebRRN¶V PURSheW 
library, the team built and trained a model that could 
forecast bed usage 365 days into the future with a 
mean absolute percentage error of 10.34. Although the 
model had difficulty anticipating large surges it was 
effective at predicting monthly and holiday trends. 
Ultimately, the model achieves its goal of effectively 
predicting hospital bed occupancy. 
 
Future forecasting efforts should research occupancy 
of different departments within the hospital. Knowing 
which beds are being used could provide the model 
valuable information to better predict surges and 
generally improve the PRdeO¶V accuracy. 
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Abstract: In our modern age, the extent of data collection is ever increasing. Being able to leverage this 
information has led to great improvements in overall user experience. An obvious example would be the 
³cXstomers also boXght´ featXre on Amazon. This is a recommender system and helps tailor the experience to 
the user, promoting engagement and convenience. Unfortunately, high quality recommender models are 
cumbersome to implement. To solve this, we have created a library called Happy Recommender which 
streamlines the implementation of recommender models. The project is built on Tensorflow and implements a 
state-of-the-art model in a matter of lines of code. This project serves as a high-quality foundation and from 
there will be developed further with client Vennify Inc., to improve performance, usability, and value, to help 
the project contribute to, and create impact within, the AI community. 
 
 

1. INTRODUCTION 
 

1.1 Motivation  
 

Looking at the modern digital world, many products 
and services leverage abundant data to tailor the user 
e[SeULeQce (UX). A 2013 aUWLcOe WLWOed ³TKe 
Importance of Personalization in E-Business 
EQYLURQPeQWV´ RXWOLQeV WKe adYaQWaJe RI daWa dULYeQ 
UX optimization and it covers successful examples 
such as, FacebRRN¶V ³SeRSOe \RX Pa\ NQRZ´.  
 
Under the hood, these optimizations are driven by 
recommender systems, but due to performance 
constraints in their typically web-based applications, 
these have formerly been simple user segmentation 
models and shallow pattern matching or rule-based 
techniques [1]. However, recent advances in deep 
learning have led to deep recommender systems, 
generating state-of-the-art results, more effectively 
incorporating contextual information [2]. 
 
Given the importance of these systems in modern UX, 
we wanted to implement a deep recommender system 
for a new social media app Kaku and were met with 
the complex task of implementation. So, the scope was 

altered to create a library to streamline the 
implementation of state-of-the-art recommendation 
systems. 
 
1.2 Related Works  
 
Upon initial research into methods and tools to use to 
develop this tool, Python and Tensorflow were 
selected as the foundation. Shortly into development, 
Google released the Tensorflow Recommenders 
library which initially seemed to encompass the project 
goals but was largely a convenience library, still 
UeTXLULQJ PXcK RI TeQVRUIORZ¶V bRLOeUSOaWe cRde WR XVe 
effectively [3]. 
 
Further into development we came across a similar 
tool, Tensorrec. It accomplished a very similar project 
goal but was built on an old Tensorflow methodology 
(directly manipulating graphs) and unfortunately, has 
since also been deprecated [4]. Inspiration for the 
user¶s interaction with library was drawn from this 
project, in terms of what methods make sense to 
expose.  

 
1.3 Problem Definition 
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The power of recommender systems is made apparent 
by their essentiality in modern UX and yet, the few 
existing tools, are too complicated for amateurs or lack 
streamlined implementation. 
 
The team aimed to create an open-sourced library 
which facilitated usage of modern recommender 
models across a wide range of data while still being 
simple to use. We focused on implementing deep 
collaborative-filtering as it is a powerful and intuitive 
methodology which is applicable to a wide range of 
dataset tasks. This was then supported by the creation 
of high-quality documentation to further increase the 
accessibility of the library. 
 

2. METHODOLOGY 
2.1 Solution 
 
It was decided the most robust implementation would 
be a wrapper on top of Tensorflow Recommenders. As 
a google supported project, it would be a reliable 
dependency and offers the most robust functionality 
despite its relative difficulty to use.  
 
To simplify usage, Happy Recommender uses 
reasonable default parameters and object-oriented 
programming (OOP) to minimize the boilerplate code 
required from the user. When Happy Recommender is 
initialized with a dataset, all data processing and 
splitting, model definition and compiling is handled, 
and a compiled model is returned to the user. From 
there a user need only specify the quantity of training 
epochs, then the trained model is ready for evaluation 
or implementation. Should an advanced user want 
greater control over the model, many of these 
parameters are exposed as optional function inputs. 

 
Figure 1: Example of code required for usage 

 
2.2 Design Process 
 
The design process began with a wide breadth of 
research into models and datasets to ensure that the 
selected model can gracefully handle as many datasets 
as possible. A two-tower deep embedding model was 
selected, (as seen in Figure 2) as it is applicable across 
many modern datasets and is a powerful state-of-the-
art deep recommendation model [5]. From this model 
we built out the required infrastructure, namely data 
preprocessing, model training, model evaluation, and 
recommendation generation. 

 
Figure 2: Model structure 

2.3 Evaluation 
 
The project was to be evaluated on three metrics to 
deWeUPLQe VXcceVV. FLUVW, WKe SURMecW¶V SeUIRUPaQce 
was evaluated on the benchmark dataset, Movielens 
100K. The performance metric used was Top-K 
Categorical Accuracy, which computes, as a 
percentage, how often targets are in the top K 
recommendations. Scores were computed for K values 
of 10, 50, and 100. 
Dataset K=10 K=50 K=100 
Movielens 100K 1.10% 13.06% 27.56% 

Table 1: Top-K Categorical Accuracy of model 

Next, it evaluated on usability, which we defined as 
ease of use, clarity, and versatility of the library. A 
survey was conducted amongst our peers by providing 
WKeP ZLWK RQO\ WKe OLbUaU\ aQd LW¶V documentation.  
 
FLQaOO\ WKe SURMecW¶V LPSacW aQd YaOXe ZaV to be 
evaluated by the quantity of users the library would 
have at time of publishing. 
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3. RESULTS AND DISCUSSION 

 
For performance, the Top-K Categorical Accuracies 
achieved by the model on the Movielens 100K Dataset 
are summarized in Table 1. This is on average 233% 
better than that of a comparable non-deep 
recommendation model from early in development as 
seen in Table 2.  
 
Dataset K=10 K=50 K=100 
Movielens 100K 0.30% 7.09% 18.39% 

Table 2:Top-K Categorical Accuracy of non-deep model 

 
For usability, the average ratings for ease of use, 
clarity and versatility were 8.7, 8.4 and 7.3, 
respectively. Valuable feedback was provided by the 
survey participants on regions in which to focus 
improvements going forwards. 
 
For impact and value, due to setbacks, we were unable 
to publish the library in advance of publishing. 
However, we received very positive feedback from the 
survey participants, which suggests that this library 
will create impact and be a valuable tool moving 
forwards. 
 

4. CONCLUSIONS AND FUTURE WORK 
 

This project brought to light the ubiquity of 
recommendation systems throughout the modern UX 
will serve as a powerful tool to increase their 
accessibility.  
 
Moving forward, to improve the performance of the 
library we would implement processing of more 
contextual information which would produce more 
valuable insights. Additionally, moving away from the 
current embedding-based model could improve model 
performance on unseen data, improving generalization. 
Also we hope to broaden support of the library to 
graph datasets, which would encompass many social 
network and relational recommendation problems. 
 
Secondly, further work is required on improving 
usability. Incorporating feedback from the survey 
participants, creating more detailed and example 
driven documentation would improve learning 
efficacy. Additionally, broadening functionality in 

evaluation and exposing more parameters would 
improve clarity and versatility. 
 
Finally, the library needs to be prepped for publishing 
to PyPI, which will predominantly be tasks like code 
cleanup and the addition of a testing framework.  
 
In summary, we put together a library which 
implements a powerful recommendation model on 
your dataset in a matter of lines. Our work opens the 
door for all amateur developers to tailor their user 
experiences and gives them the tools to create impact 
with their work. 
 

REFERENCES 
 

[1] L. GRQJ, µCaQ Zeb-based recommendation 
systems afford deep models: a context-based 
approach for efficient model-based UeaVRQLQJ¶, LQ 
Proceedings of the 13th international World Wide 
Web conference on Alternate track papers & 
posters, New York, NY, USA, May 2004, pp. 89±
93, doi: 10.1145/1013367.1013383. 

[2] S. ZKaQJ, L. YaR, A. SXQ, aQd Y. Ta\, µDeeS 
Learning based Recommender System: A Survey 
aQd NeZ PeUVSecWLYeV¶, ACM Comput. Surv., vol. 
52, no. 1, pp. 1±38, Feb. 2019, doi: 
10.1145/3285029. 

[3] µTeQVRUFORZ RecRPPeQdeUV¶. 
https://www.tensorflow.org/recommenders 
(accessed Mar. 18, 2021). 

[4] J. KLUN, µTeQVRUUec¶, GitHub. 
https://github.com/jfkirk/tensorrec (accessed Mar. 
18, 2021). 

[5] X. Yi et al., µSaPSOLQJ-bias-corrected neural 
PRdeOLQJ IRU OaUJe cRUSXV LWeP UecRPPeQdaWLRQV¶, 
in Proceedings of the 13th ACM Conference on 
Recommender Systems, Copenhagen Denmark, 
Sep. 2019, pp. 269±277, doi: 
10.1145/3298689.3346996. 

 

47



Hospital Scheduling 
 

Ariana Bakhtyari1, Ben Graham2, Nayana Menon3, Anshul Pattoo4 
 

QMIND – Queen’s AI Hub 
Queen’s University, Kingston, Ontario K7L 3N6, Canada. 

 
1 e-mail: 17ab70@queensu.ca 
2 e-mail: 19bng@queensu.ca 

3 e-mail: 17nm51@queensu.ca 
4 e-mail: anshul.pattoo@queensu.ca 

 
 

Abstract: Our goal was to use a decision tree algorithm to extract specific rules from a given hospital staff 
schedule. With scheduling being costly and time consuming, our algorithm extracts specific decision rules to 
ease the process. Hospital scheduling is a crucial aspect of daily planning. A company has developed a program 
that will take a set of rules from a client and create a schedule, but they were unable to devise a method to 
automatically extract the rules from a given schedule. The company typically spends hours communicating back 
and forth with clients, costing time and money. Their biggest challenge is for the client to remember all the 
workplace rules, vacations, and personal conflicts for their employees. The program we created solves this by 
extracting key rules for input. We designed a Gini impurity based decision tree to predict what job any given 
employee would perform, based on historical scheduling data. We then developed an algorithm to analyze the 
decision trees output, and extract trends based on the WUee¶V decision criteria at each node. Finally, the results of 
the analysis are returned in a way that is easily interpreted by a human. Our model performed with an accuracy 
of 81%. This will provide the scheduling algorithm with accurate and reliable rules, helping ease the process in 
predicting future schedules for the next respective time period. 
 
 

1. INTRODUCTION 
 

1.1 Motivation  

In recent years, the importance of accurate and 
effective hospital schedules has become evident. 
Developing these schedules for hospital employees is 
exhaustive and complex and directly affects hospital 
organizational structure [1]. Consistency must be 
maintained within all divisions of the hospital to 
ensure smooth operations. This illustrates the 
importance of a scheduling system that is able to do its 
work effectively and far in advance to meet all the 
necessary requirements for employees and hospital 
operations [1]. 

Additionally, hospital schedules have a significant 
impact on patient wait times since healthcare capacity 
must match patient demand [2]. Wait times continue to 
increase due to imbalances in the supply and demand 
chains of hospitals, and this burdens patients and 

reduces medical care quality [3]. Software has been 
developed to create the required schedule, but it is not 
yet possible to extract the rules required to create it. 
This project aims to simplify the scheduling process 
through the use of a rule extraction algorithm. Machine 
learning techniques were used to develop an algorithm 
that could extract key rules for employee schedules 
from previous schedule data. This will allow for 
simplified input into a scheduling system and ease the 
scheduling process. 

1.2 Related Works  

Rule extraction is a common machine learning 
process, but it is mostly applied to other models. One 
such example is research that has been done to 
linguistically interpret rules extracted from numerical 
data for pattern classification and use in genetic 
modelling [4]. This research, though in a different 
field, determined that simple rules can be found 
through classification approaches. After determining a 

48



target rule, a classification algorithm was used for 
extraction of data [4]. Research has also been done on 
the ability of machine learning networks to conduct 
rule extraction, as a more complex form of 
classification [5]. By developing specific weights for 
layers of the network, a system can be established to 
obtain a higher accuracy output [5]. These rule 
extraction methods and the research associated with 
them were the main basis for our design process.  
 
1.3 Problem Definition 

This project aims to simplify the issue of outdated 
programs and inefficient scheduling systems by 
developing a classification algorithm to perform rule 
extraction for efficient scheduling practices. Being less 
complex and work intensive than methods like 
memetic algorithms and statistical analysis, this 
methodology will allow for an easily adaptable 
program to be created. This will allow changes to be 
made as hospital operations evolve with low effort, 
and as machine learning libraries and tools are created. 
The resultant program will extract rules from 
employee input that involve their requirements for a 
schedule using a decision tree model. These rules can 
then be coded and input into a schedule using a 
separate program. 

2. METHODOLOGY 

2.1 Dataset Manipulations 

Start 
Date 

End 
Date 

Job Member Worked 
Hours 

2021-
01-01 

2021-
01-01 

Tester 
A 

Joe 8 

2021-
01-01 

2021-
01-01 

Tester 
B 

Bart 8 

2021-
01-02 

2021-
01-02 

Tester 
A 

Zeta 8 

2021-
01-02 

2021-
01-02 

Tester 
B 

Hathy 8 

«  «  «  «  «  
Table 1: Initial data set.  

A sample of the initial data set proved from the 
company can be seen in Table 1. The data set is an 
example of a typical hospital schedule and provides 

the start and end dates of each shift, the job which the 
employee worked on that shift, the name of the 
employee, and the length of the shift. Since this base 
dataset was limited and only included five attributes 
and less than 200 entries, data augmentation was 
performed on the set. This process involved first 
replacing all date attributes with an integer 
representing the day of week, since this provides more 
insight into scheduling trends than the calendar date 
itself. Second, categorical data such as name and job 
were encoded with a numeric placeholder to allow the 
model to use these attributes. Finally, the dataset was 
interpolated and additional attributes including number 
of staff taking time off, and cumulative number of 
shifts worked were added. 

2.2 Model Development 

The proposed solution uses a decision tree classifier 
model as it allows for the model to be easily 
interpreted by analysing the criteria on which the tree 
splits the data at each node. The tree was trained 
separately to classify data set entities based on a 
variety of different attributes used as labels for the 
classification, including Day of the Week, Member, 
and Job Worked. It was found that the model 
performed with different accuracies in each case, and 
the results are summarized in Table 2. 

Target Attribute Accuracy 

Day of the week 40% 

Member 62% 

Job Worked 81% 

Table 2: Model accuracy with different data set 
attributes used as labels.  

Using Job Worked as the label in the classification 
model was selected as it provides the highest accuracy. 
Running the trained decision tree on the augmented 
data set provided the text representation seen in Figure 
1, from which trends and rules were extracted. 

3. RESULTS AND DISCUSSION 
 
Our final model performed well, with an accuracy of 
81%. We were tasked to produce decision rules for a 
set of eight sample staff members ² Joe, Bart, Zeta, 
Hathy, Yolanda, Beiko, Bob, and Sally ² and two 
sample jobs ² Tester A and Tester B. A few insights 
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from our decision tree for this particular example are 
as follows: 
 

1. Joe, Bart, and Zeta tend to work as Tester A. 
2. Hathy, Yolanda, Beiko, Bob, and Sally tend to 

work as Tester B. 
3. Yolanda, Beiko, Bob, and Sally tend to work as 

Tester A. 
 

Figure 1 shows a visual representation of the pertinent 
decision tree produced. 

 
Figure 1: Outputted Decision Tree.  

Over the course of the project, the team discovered 
that the dataset was best suited for a prediction 
attribute of Job Worked by a particular member (i.e. 
Tester A or Tester B). Our work could be further 
improved by converting the decision tree into an 
output that others would understand. It could also be 
improved with a larger dataset, both in terms of 
number of records and attributes. With a larger dataset, 
we can conduct prediction on several attributes and 
produce a decision tree which accounts for a variety of 
factors that might be unbeknownst to model designers. 
 
The confusion matrix for the model¶s performance is 
seen in Figure 2.  
 

 

Figure 2: Confusion Matrix.  

The confusion matrix indicates that for both output 
labels, our model performed well. The model was not 
more predictive of one particular label over another.  
 

4. CONCLUSIONS AND FUTURE WORK 
 

Thus far the team has been able to create a decision 
tree algorithm model with 81% accuracy. Data 
preparation, proper attribute creation, and using the 
Gini-impurity test allowed for the model to extract 
specific rules from the given schedule.  
 
Many improvements can be made to the model. One 
modification is to allow the model to handle larger 
datasets with more variables and still output the same 
level of accuracy. Furthermore, creating a general code 
to convert the output of the tree to a coherent set of 
rules would allow for others to grasp a better 
understanding of our model. 
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Abstract: The intention of this project was to apply machine learning on data collected from an Apple Watch to 
predict various human activities. The results provide a stepping-stone to bringing activity recognition by smart 
watches to being applied in sports analysis. There were five different activities that data was collected for 
including jumping jacks, walking, baseball swings, basketball dribbling and basketball shooting. The data was 
analyzed to look for potential ways of differentiating these activities. To approach the problem, a long short-
term memory model and random forest model were developed to predict the recorded activities. The results 
from each model were compared and had promising measurements of accuracy of over 90%. 
 
 

1. INTRODUCTION 
 
1.1 Motivation  

 
Data anal\sis in sports, t\picall\ referred to as ³sports 
anal\tics´, has started to play an integral role for many 
professional teams and will soon reach an estimated 
market size of $4 billion [1]. Data collection can help 
teams win games, decide which players to roster and 
increase their consumer engagement [1]. In 2015, 
Major League Baseball implemented a tracking 
technology known as Statcast, which uses a radar and 
camera system to analyze player and ball movements 
at 20,000 frames per second [2]. However, statistics 
can only take teams so far. While Statcast is able to 
analyze player speed, position, and distance from a 
particular location, it cannot access precise player 
movements [2]. The next logical step would be human 
activity recognition (HAR) using wearable technology, 
which would allow for more acute analysis of player 
activities. 
 
Thus, it was set out to develop a model that will be 
able to identify various activities with the purpose of 
application to sports analysis. This model will take 
input data from wearable technology, opening the door 
for live data collection and real-time breakdown during 
training and games.  

 
1.2 Related Works  
 
Other researchers have previously used HAR to 
analyze sports. Zhuang and Xue used a sliding window 
approach to segment data and a convolutional neural 
network (CNN) to analyze sports data in two 
classifications ± non-periodic activity with complex 
motion states and weakly-periodic activity with 
complex motion states. Their model preformed with an 
average recall of about 95%, indicating the success of 
the sliding-window approach. For future work, they 
recommended smartwatch implementation of the 
model to achieve live results for real-world 
applications [3]. 
 
In another application, Hendry et al. worked on HAR 
as a way to analyze the movements of ballet dancers in 
an attempt to limit the development of musculoskeletal 
pain disorders. Their data was manually annotated to 
classify specific movements into classes before being 
put into a fixed window of 1 second with a 75% 
overlap. Using a CNN, their model preformed with 
97.8% accuracy at the primary level of classification. 
Self-identified gaps in their research included using 
only female dancers and limiting HAR recognition to 
simple jumps and leg lifting [4]. 
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1.3 Problem Definition 
 
As outlined in the above sections, HAR is becoming a 
very popular area of research in sports analysis due to 
its applications in performance improvements and 
athlete health. This is not the first project that will 
attempt to classify sport activities. With the knowledge 
of past research done in the field, the team was able to 
gain a good understanding of what is possible to 
accomplish within the given time period. Additionally, 
this work allowed for essential research into the best 
type of data collection process and machine learning 
model. 
 
Based on prior team knowledge of artificial 
intelligence and machine learning, it was decided that 
a realistic project goal would be to implement and 
compare two types of models. Instead of sourcing a 
dataset from another source, the team agreed that it 
was feasible to collect and process data ourselves. It 
was decided that creating a front-end application for 
real-time model feedback was outside of the scope of 
the project, given time and absence of prior knowledge 
in Swift programming. 
 

2. METHODOLOGY 
 
2.1 Dataset Generation 
 
Data was collected using an Apple Watch gyroscope 
and accelerometer. To access this data from the Apple 
Watch, an app called Motion Collector was used. It 
was sourced from GitHub and was originally created 
by Aleksei Degtiarev [5]. About five minutes of data 
was collected for each of the five chosen 
classifications: jumping jacks, walking, baseball, 
basketball shooting, and basketball dribbling.  
 

 
Figure 1: Example of density plots for the X and Y signals of the 
gyroscope. 

Once data was collected, it required preliminary 
analysis and preprocessing for model implementation. 

Analysis was done by density plots for each activity 
and sensor (see Figure 1). In the case of incomplete or 
missing data, more data was simply collected to 
replace the incomplete data. After analysis, the data 
was segmented into two second windows with 50% 
overlap. Then, a feature set of 27 features was created 
from the windowed data. Finally, it was divided into 
training data and testing data to be used on the model, 
with 25% reserved for testing. 
 
2.2 Model Selection and Development 
 
The proposed solution was to develop a long short-
term memory (LSTM) model capable of identifying 
human activity from the data collected by the Apple 
Watch. This model was chosen because it of its power 
for predicting based on time series data. It was 
developed using the Keras library within TensorFlow. 
Additionally, a random forest (RF) model was 
implemented from the Scikit-Learn library for 
comparison with the LSTM. 
 
The LSTM model was trained on the windowed data 
set, while the RF was trained on the feature set. The 
results of both models were determined based on the 
accuracy of predictions against the test data sets. 
 
2.3 Additional Analysis 
 
To optimize the performance of each model hyper-
parameter tuning was carried out on each model. To 
tune the LSTM a Python library called Hyperas was 
used to determine optimal output space dimensions, 
and dropout coefficients for each layer of the model. 
The optimization of the random forest was performed 
with the Scikit-Learn library to choose the number of 
decision trees for the model. 
 

3. RESULTS AND DISCUSSION 

 
Figure 2: Precision Matrix of LSTM 
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Figure 2 above shows the precision of the LSTM 
model on the test data set after hyper-parameterization. 
The model was evaluated over eight epochs and 
struggled to differentiate the movements of shooting 
and swinging a bat. This is likely due to the similarities 
between these two motions leading to similar data 
windows from the Apple Watch accelerometer and 
gyroscope. 
 

 
Figure 3: Precision Matrix of Random Forest 

Figure 3 displays the precision of the random forest 
model when run on the test data set. After hyper-
parameterization, it was determined that the optimal 
forest size contained fifty trees. This model performed 
very strongly in recognizing four of the five human 
activities, but similarly to the LSTM model, struggled 
to recognize shooting. Once again, this is likely due to 
similarities with other motions. 
 

Model Accuracy   
LSTM 94.44 %   

RF 96.32 %   

 
Table 1: Results of the evaluated models 

Table 1 summarizes the results from each model. The 
LSTM model, which was originally expected to be the 
stronger model, was outperformed by the random 
forest model. This is likely due to the set of 27 features 
developed for the RF model which allowed for more 
correlation between the data to be found. However, 
both results have quite high accuracy and exceed the 
original project goals of 80%. 
 

4. CONCLUSIONS AND FUTURE WORK 
 
The ability to correctly predict movements based only 
off the accelerometer and gyroscope measurements 

from an Apple Watch is quite promising and has 
possible applications in the realm of sports analysis. 
 
In the future, there are several steps to be taken to 
improve the results of this project. This most 
immediate step would be to implement an iOS 
interface allowing for real-time recognition of the 
watch wearers activities. This an essential component 
of being able to apply this project in sports analysis. In 
addition to real-time recognition, there must be more 
classes introduced to each model. Currently the five 
classes cover a diverse number of sports, but it would 
be beneficial to introduce various motions from the 
same sport, once again brining the project closer to 
applications in sports analysis.  
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Abstract: For job seekers around the world, the recruiting process can be a daunting and nerve-raking 
endeavour, particularly when it comes time for an interview. To better prepare jobseekers, the authors have 
partnered with a Waterloo-based start-up, that provides feedback on mock interview tailored to the role(s) they 
are applying for. Evaluating an interview is often very subjective, with a successful interview incorporating a 
wide range of factors, including accurate content, engaging delivery all supported by appropriate non-verbal 
communication. The complexity and intricacy of an interview makes it difficult to provide consistent and 
scalable feedback. As such an AI solution was developed, that evaluates an interviewees confidence to provide 
feedback based on their non-verbal communication. With a computer vision model capable of scoring 
confidence in a mock-interview, it is possible to provide feedback to users, while simultaneously ensuring 
scores are consistent and replicable.  
 
 

1. INTRODUCTION 
 

1.1 Motivation  
 

For job seekers around the world, the recruiting 
process can be a daunting and nerve-raking endeavor, 
particularly when it comes time for an interview.   
 
Interview preparation for most typically consists of 
doing research on the company and preparing for 
behavioral or technical questions. One aspect of 
preparation that is often overlooked in this process is 
the delivery of content and non-verbal communication.  
 
Since interview preparation is often done individually, 
people tend to focus more on the content of their 
responses rather than the delivery. As a result, despite 
answering questions correctly, candidates may be 
overlooked due to poor engagement and delivery.  The 
complexity and intricacy of an interview makes it 
difficult to provide consistent and scalable feedback.  
 

As such an AI solution has been developed, that 
evaluates an interviewees confidence to provide 
feedback based on their non-verbal communication. 
 
1.2 Related Works  
 
At the moment, limited tools exist with the focus of 
providing feedback on nonverbal communication. One 
similar platform that offers interview preparation is 
‘Big Interview’. The platform offers hands-on practice 
with mock interviews tailored to the specific industry, 
job, and experience level. This platform emphasizes 
heavily on the content of the response rather than the 
execution and delivery. 
 
1.3 Problem Definition 
 
To better prepare job seekers, the authors have 
partnered with a Waterloo-based start-up that provides 
feedback on mock interview tailored to the role(s) an 
individual is applying for. At the moment, the Ace 
platform allows users to sign up and selects their 
desired field to prep for. The recorded interview is 
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then evaluated by the Ace founder on different criteria 
and feedback is then returned to users with actionable 
insights to improve their interview skills. The key 
problem here is that this manual process severely 
limits Ace’s ability to scale their platform. 
Additionally, this manual process may result in 
unintentional bias and inconsistent scoring. 
  
With a computer vision model capable of scoring 
confidence in a mock-interview, it is possible to the 
ability to provide feedback to their clients, while 
simultaneously ensuring scores are consistent and 
replicable. For the partner, this is an important step in 
developing a scalable platform while numerous 
extensions of this application emerge, particularly for 
firms looking to reduce bias and human capital 
requirements for their own hiring processes. 
 

2. METHODOLOGY 
 
From preliminary discussions with the client, it was 
identified that the video analysis portion of the 
interview process would be optimized. To analyze the 
video, two solutions were explored. 
 
2.1 Facial Point Landmarks 
 
The first consisted of creating a model to analyze the 
movement of facial data points. The data collected 
from these points would then be filtered through the 
scoring program to give feedback. Facial landmarks 
are classified using a pre-trained ensemble of 
regression trees leveraging Python libraries including 
OpenCV, dlib, and TensorFlow. 
 
2.2 Facial Emotion Recognition 
 
Another solution that was researched is the Facial 
Emotion Recognition (FER) model. This 
Convolutional Neural Network (CNN) was developed 
using the Python libraries OpenCV and TensorFlow. 
Using the Haar Cascade classifier and a dataset of over 
seven thousand emotion labelled images, the model 
can identify facial expressions in a video stream.  The 
corresponding emotions are shown in real-time above 
the user’s head. 
 
2.3 Model Analysis 
 
The solutions were combined to create a dually 
functional model that would output two forms of data, 

as seen in figures 1 and 2 below. The data collected 
from the joint model is then inputted into the result 
scoring program to summarize feedback for the user as 
seen in figures 3 and 4 below. 
 

 
Figure 1: Facial Landmark Detection 

 
Figure 2: Emotion Recognition 

 
3. RESULTS AND DISCUSSION 

 
The first component of the solution involving facial 
landmark detection, leverages a pre-trained ensemble 
of regression trees outputting the x and y coordinates 
of each facial landmark in a given frame of a recording 
interview. The model is capable of identifying the 
correct pixel location for each facial landmark, to the 
extent a human would be able to accomplish.   
 
The second component of the solution includes a 7-
block CNN, with each block incorporating batch 
normalization and max pooling. The first block 
includes 32 filters, growing to 256 filters in the final 
block. Following the convolutional layers, the model 
includes 3 dense layers followed a output layer with 5 
outputs nodes. 
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Figure 1: Results of the first 10 facial landmarks in the first ten intervals of the video. 

 
Figure 2: Results of the total facial emotions during the video. 

The classification report of the emotion recognition 
CNN model is summarized in Table 1 
 

Emotion Precision Recall 
Angry 0.53 0.59 

Happy 0.79 0.86 

Neutral 0.32 0.22 

Sad 0.56 0.52 
Surprise 0.69 0.83 

 
Table 2: Emotion Recognition Classification Report 

While the overall accuracy is just over 60% the 
model’s tendency is to classify emotions as neutral, 
resulting in only expressive emotions to be classified 
beyond neutral. 
 
The final component of the solution is tracking the 
output of the two models to provide feedback to users. 
With the facial landmark model, the x and y 
coordinates are recorded for each frame or about 22 
times per second. After the coordinates are identified 
the total displacement is calculated. Leveraging 
academic research in the neuroscience field, it was 
found that increased levels of movements are linked to 
nervousness and anxiety, which can be provided as 
relevant feedback to users. 
 
The emotion recognition model tracks the classified 
emotion for each frame of a recorded interview and 
then finds the proportion of each emotion throughout 
the interview to use in the scoring algorithm. 
 

4. CONCLUSIONS AND FUTURE WORK 
 

With the implementation of the emotion recognition, 
and facial detection models, the model was able to 
successfully gather some key data on an interviewee 

during an interview. However, the data is not perfect, 
and steps need to be taken to analyze the data properly 
and apply a proper score to the interview. 
 
Currently the emotion recognition model is only 60-
70% accurate and has a tendency to classify emotions 
as neutral. To improve its functionality in the grading 
process, a more accurate model is beneficial, alongside 
a more diverse set of emotions to classify. This will be 
accomplished by expanding the training data used, and 
by exploring methods to improve the classification 
accuracy such as ensemble methods. 
 
Additionally, although the movement of key facial 
landmarks are tracked over time, it has not 
implemented this into the scoring. To optimize the 
scoring system, the movement of facial features will 
need to be assessed over time and with the findings 
implemented into the scoring algorithm. Fully 
incorporating the aforementioned improvements will 
make the grading system much more substantial and 
accurate. 
 
Finally, the functionality of tailoring feedback to the 
desired role of a particular candidate, as different roles 
may be more receptive to different emotions displayed 
by candidates.  
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AbVWUacW: PURGXFW FOaVVLILFaWLRQ LV H[WUHPHO\ LPSRUWaQW IRU H-FRPPHUFH FRPSaQLHV IRU WKH FXVWRPHU H[SHULHQFH,
EXW LW FaQ EH KaUG WR JHW LW ULJKW ZKHQ WU\LQJ WR FOaVVLI\ KXQGUHGV RI WKRXVaQGV RI SURGXFWV IURP GLVSaUaWH
VRXUFHV. UVLQJ PaFKLQH OHaUQLQJ aQG NaWXUaO LaQJXaJH PURFHVVLQJ WHFKQLTXHV, WKH SURFHVV RI FOaVVLI\LQJ QHZ
LWHPV LQWR a SURGXFW FaWHJRU\ FaQ EH aXWRPaWHG. WLWK WKHVH WRROV, ZH ZHUH aEOH WR FUHaWH a SURGXFW FOaVVLILHU
WKaW VHSaUaWHG SURGXFWV LQ WKH LREOaZV SURGXFW FaWaORJXH LQWR WKHLU FRUUHFW FaWHJRU\ aW aQ aFFXUaF\ UaWH RI
a90%. TKLV V\VWHP FRXOG LPSURYH LREOaZV PaQXaOO\ FRQVWUXFWHG SURGXFW FaWHJRUL]aWLRQV aQG PaQ\ aVSHFWV RI
WKH EXVLQHVV aQG FXVWRPHU H[SHULHQFH.

1. INTRODUCTION

1.1 MoWiYaWion

Online Vhopping iV a facW of life for moVW conVXmerV
Woda\, eVpeciall\ dXring Whe COVID-19 pandemic. To
rXn a VXcceVVfXl online bXVineVV, a compan\ mXVW
opWimi]e Whe XVer e[perience, proYide releYanW Vearch
reVXlWV for deVired prodXcWV, and enVXre WhaW Whe ViWe
can be foXnd eaVil\ WhroXgh Vearch engineV like
Google [1]. ThiV can be difficXlW Zhen an online Vhop
haV Wo organi]e WhoXVandV of prodXcWV from differenW
YendorV.

All of WheVe iVVXeV can be helped b\ XVing prodXcW
caWegori]aWion. B\ claVVif\ing prodXcWV inWo a
Wa[onom\, Whe plaWform can aVVociaWe prodXcWV ZiWh
ke\ZordV and beWWer organi]e Wheir prodXcWV for Vearch.
ThiV iV ke\ for improYing Whe cXVWomer e[perience.

ProdXcW caWegori]aWion becomeV hard Wo manXall\
mainWain aV Whe nXmber of prodXcWV a compan\ carrieV
e[pandV qXickl\. ClaVVif\ing neZ prodXcWV becomeV
laborioXV and reqXireV in-depWh knoZledge of Whe
prodXcW hierarch\. Machine learning claVVificaWion
WechniqXeV can help ZiWh prodXcW claVVificaWion,

aXWomaWing inVerWion of neZ prodXcWV inWo prodXcW
Wa[onomieV.

1.2 Problem DefiniWion

The Canadian grocer\ chain LoblaZV manageV
WhoXVandV of prodXcWV in Wheir caWalogXe. Each of WheVe
prodXcWV need Wo be caWegori]ed inWo LoblaZV cXVWom
prodXcW Wa[onom\. IW¶V e[Wremel\ imporWanW WhaW
prodXcWV are caWegori]ed correcWl\, becaXVe a miVWake
in claVVificaWion iV hard Wo find and can caXVe errorV for
Whe bXVineVV and can make prodXcWV harder Wo find for
cXVWomerV on LoblaZ¶V online plaWform.

UVing feaWXreV aVVociaWed ZiWh each prodXcW, like a
prodXcWV WiWle and deVcripWion, Ze aim Wo creaWe a
machine learning model Wo claVVif\ prodXcWV in Whe
LoblaZV caWalogXe, and make predicWionV on brand
neZ prodXcWV WhaW haYe no prior ValeV hiVWor\. To
achieYe WhiV, Ze mXVW XVe WechniqXeV from NaWXral
LangXage ProceVVing (NLP) Wo parVe Whe XnVWrXcWXred
daWa in Whe prodXcW WiWleV and deVcripWionV inWo a form
WhaW iV XVefXl for oXr modelV. We mXVW alVo Wake inWo
accoXnW Whe hierarchical VWrXcWXre of oXr daWa Zhen
conVidering oXr model¶V accXrac\ and oWher meWricV Wo
aVVeVV oXr model¶V performance.
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Figure 1: A bar graph showing the imbalance in the dataset between
different product categories.

2. METHODOLOGY

The online branch of LoblaZV, LoblaZ DigiWal,
preVenWed oXr Weam ZiWh a prodXcW caWalog of oYer
120,000+ prodXcWV. Each prodXcW in Whe daWaVeW had a
WiWle, a prodXcW deVcripWion, a XniqXe idenWifier, and an
MCHID, Zhich repreVenWed Zhere Whe prodXcW
belonged in Whe prodXcW Wa[onom\.

aUWLcOHID MCHID NAME DHVcULSWLRQ

20433433_AB M12345678 Spam Bacon Read\ Wo eaW -
cold or hoW

Table 1: An example data point from our dataset ofLoblaws products.

For Whe majoriW\ of oXr modelV XVed for oXr problem,
Ze needed Wo parVe Whe prodXcW deVcripWionV XVing NLP
WechniqXeV Wo alloZ for machine learning modelV Wo
Wrain on Whe informaWion WhaW Whe\ are giYen. ThiV
proceVV VWarWV ZiWh VWandard We[W pre-proceVVing VWepV,
Zhich helped in remoYing noiVe from oXr daWa. TheVe
proceVVing VWepV inclXded merging Whe WiWleV and
deVcripWionV inWo a Vingle We[W, remoYing XnhelpfXl
VWringV from Whe We[W (ie. VWop ZordV like ³Whe´ and ³a´,
HTML WagV, Vpecial characWerV), and appl\ing
lemmaWi]aWion Wo Whe WokenV (replacing inflecWed formV
of a Zord Vo Whe\ can be anal\Ved aV a Vingle iWem, ie
changing pla\ing, pla\V, or pla\ed Wo pla\).

AfWer cleaning Whe daWa, Ze When needed Wo conYerW oXr
daWa inWo nXmerical feaWXreV WhaW a machine learning
model coXld XnderVWand. For WhiV, Ze XVed Whe
Bag-of-WordV (BoW) approach Wo conYerW Whe We[W inWo

a YecWor Zhich repreVenWed Whe nXmber of WimeV a Zord
had been XVed in Whe We[W [2]. We XVed WhiV meWhod
becaXVe iW alloZed XV Wo Vimplif\ Whe problem doZn Wo
Whe Vimple preVence of a Zord. ThiV meWhod doeVn¶W
rel\ on Whe local conWe[W of Whe ZordV like Word2Vec
or GloVe, Zhich ZaV XVefXl becaXVe Whe We[W Ze
Zorked ZiWh didn¶W folloZ conViVWenW formaWV. BoW iV
alVo Yer\ Vimple for hXman XnderVWanding, Zhich
alloZV XV Wo direcWl\ deWermine Whe imporWance of
ZordV in oXr model. We Zere alVo able Wo leYerage
Vklearn¶V HaVhingVecWori]er Wo redXce Whe memor\
XVage of oXr YecWori]aWion algoriWhm, and Wo alloZ oXr
model Wo alloZ for oXr model Wo add neZ ZordV Wo iWV
YocabXlar\, VhoXld Whe model be re-Wrained in Whe
fXWXre [3].

To begin oXr anal\ViV, Ze Wrained oXr modelV on onl\
Whe higheVW leYelV of Whe hierarchical VWrXcWXre,
meaning WhaW Ze Wried Wo idenWif\ Whe broadeVW leYelV of
caWegori]aWion. ThiV meanW Whe Weam coXld immediaWel\
Zork on Whe projecW ZiWhoXW haYing Wo deal ZiWh Whe
hierarchical VWrXcWXre of Whe daWa, bXW WhiV model ZoXld
onl\ haYe YalXe for Whe Weam aV an e[ploraWor\ VWep.
The XniqXeneVV of Whe hierarchical claVVificaWion meanW
WhaW commonl\ XVed meWricV for model performance
like accXrac\, preciVion, and recall ZoXld noW e[preVV
Whe WrXe performance of Whe model. TheVe ³flaW´
eYalXaWion meWricV do noW capWXre hoZ Vome claVVeV
haYe a VWronger relaWionVhip Whan oWherV - for e[ample,
if oXr model miVclaVVified a frXiW prodXcW aV a
YegeWable, WhiV oXWcome iV beWWer Whan if Whe model had
miVclaVVified Whe iWem aV a grain prodXcW, Zhich iV VWill
beWWer Whan an incorrecW claVVificaWion aV a non-food
iWem. To regXlaWe for WheVe oXWcomeV, Ze XVed
hierarchical preciVion and hierarchical recall aV oXr
meWric Wo jXdge WheVe deeper modelV [4].

3. RESULTS AND DISCUSSION

We haYe Wrained moVW of oXr modelV on Whe broadeVW
caWegor\ aV menWioned in Whe MeWhodolog\ VecWion.
UVing oXr WranVformed daWaVeW, Ze Wrained man\
machine learning modelV XVing SciKiW Learn and
KeraV. We foXnd WhaW Whree of oXr modelV performed
Whe beVW: MXlWinomial LogiVWic RegreVVion and
Random ForeVW from VcikiW-learn, and RecXrrenW
NeXral NeWZork (RNN) XVing KeraV.
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MRGHO AccXUac\

RaQGRP FRUHVW 86.07%

K-NeighborV 82.13%

NaiYe-Ba\eV 76.43%

SXpporW VecWor
MachineV

84.26%

RHcXUUHQW NHXUaO
NHWZRUN

91.06%

LRJLVWLc RHJUHVVLRQ 85.27%

Table Á: Results of our models trained on the highest levels of the
hierarchy structure, with the most promising models highlighted in bold.

The model ZiWh Whe beVW accXrac\ iV RNN, ZiWh an
accXrac\ of 91.06%. While LogiVWic RegreVVion iV noW
performing aV Zell aV RNN or Random ForeVW, iW offerV
Whe benefiW of being VWraighWforZard and offering an
implemenWaWion of KeVler¶V ConVWrXcWion (XVing
VofWma[ regreVVion) WhaW alloZV for a Vingle model Wo
be Wrained for mXlWinomial claVVificaWion, Xnlike Whe
oWher meWhodV WhaW XVe a One-YV-One or One-YV-ReVW
approach [5]. ThiV meWhod haV alVo been implemenWed
VXcceVVfXll\ b\ oWher daWa Vcience WeamV [6], and Vo Ze
Zill conWinXe ZiWh WhiV model in oXr WeVWing on Whe
loZer leYelV of Whe hierarch\.

The performance of WheVe modelV iV promiVing,
VhoZing WhaW Ze ma\ be able Wo moYe WheVe modelV
doZn Wo Whe loZeVW leYelV of Whe prodXcW hierarch\
VXcceVVfXll\. A VXcceVVfXl claVVifier ZoXld reWXrn Whe
Wop N moVW likel\ claVVeV WhaW a giYen prodXcW belongV
Wo giYen iWV name and WiWle, and ZoXld claVVif\ baVed
on Whe moVW granXlar claVVificaWion leYel.

4. CONCLUSIONS AND FUTURE WORK

We haYe man\ ideaV for hoZ Ze can improYe oXr
machine learning modelV in fXWXre Zork. OXr modelV
Zill conWinXe Wo be opWimi]ed Wo claVVif\ on Whe loZeVW,
moVW granXlar leYelV of Whe hierarchical VWrXcWXre,
Zhich iV Zhere Whe moVW YalXe Zill come from for Whe
bXVineVV. In Whe coming ZeekV Ze Zill be
implemenWing WhiV fXncWionaliW\ on Whe model XVing Whe
WechniqXeV Ze foXnd effecWiYe aW higher leYelV and
XVing oXr hierarchical performance meWricV. We alVo
Vee YalXe in XVing oYerVampling WechniqXeV Wo addreVV

Whe iVVXe of large imbalance beWZeen claVVeV in Whe
daWaVeW.

We Zill alVo make Whe model prodXcWion V\VWem read\
b\ Zrapping all of oXr fXncWionaliW\ in
Zell-docXmenWed claVVeV, and b\ implemenWing a
VerYer in FlaVk WhaW Zill alloZ an\ V\VWem aW LoblaZ
DigiWal Wo make a reqXeVW Wo oXr model for
claVVificaWion.

In conclXVion, oXr groXp haV creaWed a fXll\ fleVhed oXW
approach Wo Whe problem of prodXcW claVVificaWion for
an e-commerce ViWe. WiWh oXr prodXcW, LoblaZ DigiWal
Zill be able Wo proYide a beWWer e[perience for boWh
Wheir online cXVWomerV and Wheir YendorV. We foXnd
WhaW WhiV W\pe of prodXcW coXld bring YalXe Wo an\
e-commerce ViWe ZiWh a large prodXcW caWalogXe.

REFERENCES

[1] Limarc Ambalina, ³WhaW iV ProdXcW
CaWegori]aWion?´, Lionbridge.ai, OcWober 10,
2019

[2] JaVon BroZnlee, ³A GenWle InWrodXcWion Wo Whe
Bag-of-WordV Model´, Machine Learning
MaVWer\, OcWober 9, 2017

[3] VcikiW-learn YerVion 0.24.1, (VcikiW-learn
deYeloperV), ³HaVhingVecWori]er´

[4] EdXardo P. CoVWa, Ana Carolina Lorena, A.
CarYalho, A. FreiWaV, ³A reYieZ of
performance eYalXaWion meaVXreV for
hierarchical claVVifierV´, ProceedingV of Whe
AAAI 2007 ZorkVhop µµEYalXaWion meWhodV
for machine learning´, 2007

[5] Kai-Wei Chang, ³Seminar: Machine Learning
in NaWXral LangXage ProceVVing, LecWXre 3:
MXlWi-ClaVV ClaVVificaWion´, UniYerViW\ of
California LoV AngeleV, 2017

[6] JeeW MehWa, ³CaWegori]ing ProdXcWV aW Scale´,
Shopif\ Engineering, April 30, 2020

59



Stock Options Volatility Prediction 
 

Alexandre Le Blanc1, Andrew Brown2, Smeet Chheda3, Tanner Dunn4 

 
QMIND – Queen’s AI Hub 

Queen’s University, Kingston, Ontario K7L 3N6, Canada. 
 

1 e-mail: a.leblanc@queensu.ca 
2 e-mail: 17amb@queensu.ca 

3 e-mail: smeet.chheda@queensu.ca 
4 e-mail: tanner.dunn@queensu.ca 

 
 

Abstract: The volatility of the Stock Market is an important factor that should be taken into consideration when 
trading options. Previous research has shown that using machine learning techniques, predicting volatility can 
lead to positive returns. Using the CBOE Volatility Index (ticker: VIX), a time-series ARIMA model was used to 
forecast the volatility of the S&P 500. Using the predictions, options trading strategies were recommended based 
on the differences between the current and forecasted volatilities. The ARIMA model was able to obtain an AIC 
of 6665.5, and a MAPE of 7.5% on 14-day forecasts. The findings indicate that by using time-series forecasting, 
the volatility of the market can be isolated and used to generate greater alpha. 
 
 

1. INTRODUCTION 
 

1.1  Motivation 
The stock market has been a money-making tool for 
millions of people around the world. Whether it be day 
trading, investment banking, or simply placing one¶s 
savings in a mutual fund, the market has helped 
countless people achieve financial freedom, or at least 
get closer to it. This, however, comes with a 
significant and possibly costly learning curve. Several 
prominent figures in the finance world have agreed 
that beating the market is always possible, but not 
probable [1]. 
 
At its foundation, beating the market comes down to 
being able to look at data, make connections and turn it 
into useful information. With the vast arsenal of 
machine learning tools available on the internet, it is 
quite possible to aggregate this data and make 
intelligent decisions from it. Nevertheless, determining 
the direction of future stock price movement is 
challenging. Using options trading strategies, traders 
can shift the focus of their analysis from predicting the 
direction of price movement to predicting the 
magnitude of the movement. 
 

1.2  Related Works  
A paper published by the engineering faculty at New 
York University discusses this problem in a similar 
context [2]. They utilize learning regression methods 
to predict the realized variance of the S&P 500. By 
developing algorithms to correct deviation between the 
VIX and the actual realized variance of the SPX, they 
were able to better predict it. It is noted that out of 
money options are more predictable and the implied 
volatility of calls have more significance in data 
manipulation. 
 
1.3  Problem Definition 
The aforementioned paper demonstrates the viability 
of using machine learning to formulate accurate 
predictions about the market. Our exploration, 
however, takes a slightly different approach.  
 
Options contracts are derivatives of regular securities 
and present traders with the ability to capitalize on 
both upward and downward movements in the market. 
They represent an agreement to purchase or sell shares 
of a given stock at a pre-defined price before a set 
expiry date. Using different contracts simultaneously 
allows investors to formulate strategies that can 
mitigate risk. These strategies can be constructed in 
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such a way where the trader sees a profit if the 
underlying stock price moves significantly, regardless 
of direction. Strategies can also be built such that a 
profit is made if the underlying stock price moves very 
little. In other words, options trading strategies allow 
traders to shift their focus from predicting the direction 
of stock price movement, to predicting the magnitude 
of the movement, represented by the stock¶s volatility. 
 
This study analyzes the volatility of the VIX to extract 
a prediction as to the strength of the market in a given 
future period. Then a decision-making algorithm 
outputs an appropriate options trading strategy that 
reflects the model¶s view on future volatility. 
 
 

2. METHODOLOGY 
 
2.1  Data Exploration 
The team researched and analyzed the Chicago Board 
Options Exchange (CBOE) Volatility Index (VIX). 
The price of the VIX is obtained from the implied 
volatility of various options contracts belonging to 
securities in the S&P 500. The data was taken from 
Yahoo Finance using the “yfinance´ API. This API 
allows users to scrape financial data in a specified time 
window. The model was designed to analyze the recent 
volatility of VIX to forecast the future volatility and 
determine which options trading strategy would yield 
the greatest returns.  

 
Figure 1: VIX Close Price 2010 - 2021 

Figure 1 above displays the VIX closing price since 
2010. This chart essentially represents what 
professionals think of the volatility of the S&P 500. 
The dataset¶s features are µDate¶, µOpen¶, µHigh¶, 
µLow¶, µClose¶, and µAdjusted Close¶. The µClose¶ 
price was selected as time-series data to analyze and to 
be forecasted. 
 
 

2.2  Proposed Solution 
The proposed solution is to use the time-series analysis 
algorithm known as an Auto Regressive Integrated 
Moving Average (ARIMA) model to predict the future 
values of the VIX. ARIMA models are a combination 
of Auto Regressive (AR), Differencing (I), and 
Moving Average (MA) models, discussed below: 
  
AR(p): Auto Regressive Model 
AR models forecast based on their own lags (a lag 
simply refers to the previous values in the time-series), 
utilizing the pth first lags (i.e.: an AR(3) model uses the 
first three lags). The equation for AR is shown below, 
where 𝑌௧ିଵ is the first lag of the series, ߚଵ is its 
corresponding coefficient, 𝑌௧ିଶ and ߚଶ are for the 
second lag, and so on, 𝛼 is the intercept term, and ߳ଵ is 
the error term: 

𝑌௧ ൌ 𝛼 ൅ ଵ𝑌௧ିଵߚ ൅ ଶ𝑌௧ିଶߚ ൅ ⋯ ൅ ௣𝑌௧ି௣ߚ ൅ ߳ଵ 
 
I(d): Differencing Parameter 
The differencing parameter d refers to the number of 
differencing required to make a time-series dataset 
stationary (an important requirement for datasets used 
for forecasting). In this context, differencing refers to 
subtracting the original time-series by itself shifted 
backwards by one. The number of differencing 
required to make a dataset stationary determines the d 
parameter. The Augmented Dickey-Fuller test was 
used to determine stationarity. 
 
MA(q): Moving Average Model 
MA models base their current forecasts on the qth most 
recent errors (residuals) of the previous forecasts. The 
equation for MA is shown below: 

𝑌௧ ൌ 𝛼 ൅ ߳௧ ൅ ߶ଵ߳௧ିଵ ൅ ߶ଶ߳௧ିଶ ൅ ⋯ ൅ ߶௤߳௧ି௤ 

Where 𝛼 is once again the constant intercept term, ߳¶s 
are the error terms, and ߶¶s are the error terms¶ 
constant coefficients. 
 
ARIMA(p,d,q) 
An ARIMA model formulates its prediction by 
combining all of the aforementioned models, that is, 
by using its own lags and its previous forecasts errors, 
as shown in the equation below: 

𝑌௧ ൌ 𝛼 ൅ ଵ𝑌௧ିଵߚ ൅ ⋯ ൅ ௣𝑌௧ି௣ߚ                          
൅ ߶ଵ߳௧ିଵ ൅ ⋯ ൅ ߶௤߳௧ି௤ ൅ ߳௧         

Note how this is simply a combination of the AR and 
MA models¶ equations. 
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The optimal p and q values were determined through 
visual analysis of autocorrelation function (ACF) plots 
and partial autocorrelation function (PACF) plots. 
 
2.3  Solution Evaluation 
The final portion of the solution is to suggest an 
options trading strategy. The success of the strategy 
depends on the volatility of the specified derivative. 
This means the goal of the ARIMA model is to predict 
high or low volatility. The team tackled this 
assignment by comparing the forecasted volatility 
value to the most recent volatility value. If the value is 
forecasted significantly higher, a high volatility 
strategy is recommended, and vice versa. Furthermore, 
if the volatility is predicted to remain relatively stable, 
a medium volatility strategy is recommended. An 
example of this can be seen below in Figure 2. In this 
case, the ARIMA model forecasted a lower volatility 
value than the current volatility, thus causing it to 
suggest a Married Put (low volatility) strategy. 

 
Figure 2: Example Output from ARIMA and Decision Algorithms. 

Evaluating the solution was done by having the 
ARIMA model forecast over a certain number of past 
data points with known VIX values, i.e.: predicting 
over the most recent 21-days, using all prior data 
points. The forecasted values were then compared to 
the actual values to determine its prediction accuracy 
(discussed below).  
 
 

3. RESULTS AND DISCUSSION 
 
Using the ARIMA analysis steps described above, it 
was determined that the optimal p, d, and q ARIMA 
hyperparameter combinations were (1,0,0) and (0,1,1). 
To evaluate both models, the following metrics were 
used: Akaike Information Criterion (AIC), Mean 

Absolute Percentage Error (MAPE), and Correlation. 
The AIC is a commonly used metric in statistics to 
determine how well a model fits the data it is trained 
on. The AIC favors models which use less parameters 
in order to avoid over-fitting. Models with low AIC 
are ideal. The MAPE, as the name suggests, computes 
the percentage difference between the actual and 
forecasted time-series¶ values at each time stamp, and 
averages these values, returning a value between 0 and 
1. Once again, models with lower MAPE scores are 
favorable. The Correlation metric is simply the 
correlation between the actual and forecasted data 
points, where we want the correlation to be high 
between the two datasets, indicating that the forecasted 
data resembles the actual, at least in trend. The MAPE 
and Correlation metrics were selected as they are 
unaffected by the scale of the data, outputting values in 
the range [0,1] and [-1,1] respectively. Therefore, the 
scores can be easily evaluated and compared 
regardless of the magnitude of the time-series¶ data. 
 
To obtain the results, we evaluated both models 
against the VIX dataset with a 14-day and 21-day 
predictions. Tables 1 and 2 summarize these results: 

Accuracy 
Metrics ARIMA(1,0,0) ARIMA(0,1,1) 

AIC 6665.5 6704.9 
MAPE 0.07521 0.11747 
Correlation 0.83650 -0.83162 

 

Table 1: Summary of various accuracy metrics for ARIMA(1,0,0) and 
ARIMA(0,1,1) models on the VIX dataset with 14-day forecast periods. 
Italicized and bolded scores indicate the favorable scores. 

Accuracy 
Metrics ARIMA(1,0,0) ARIMA(0,1,1) 

AIC 6665.5 6704.9 
MAPE 0.09874 0.09413 
Correlation 0.45685 -0.50305 

 

Table 2: Summary of various accuracy metrics for ARIMA(1,0,0) and 
ARIMA(0,1,1) models on the VIX dataset with 21-day forecast periods. 
Italicized and bolded scores indicate the favorable scores. 

As expected, the ARIMA(1,0,0) performed the best in 
most cases, with the lowest AIC scores and positive 
correlation values of 0.84 and 0.46 for 14-day and 21-
day forecasts, respectively. This indicates that the 
ARIMA(1,0,0) best fit the VIX data, and that its 
forecasts are correlated to the actual values to a certain 
degree. Although the ARIMA(0,1,1) obtained the best 
MAPE score for a 21-day lag, its correlations were 
negative, which is undesirable as it suggests that in 
most cases, the model¶s predictions are in the opposite 
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direction of the actual values, which is evidently a bad 
trait for the model to have. 
 
Qualitative analysis of the forecast plots, shown in 
Figures 3 and 4, make it clear that the ARIMA(1,0,0) 
model outperforms the ARIMA(0,1,1) model as it 
provides more realistic predictions.  

 
Figure 3: Plot of ARIMA(1,0,0) model on VIX dataset with 28-day lag. 

 
Figure 4: Plot of ARIMA(0,1,1) model on VIX dataset with 28-day lag. 

The plots make it clear that the ARIMA(1,0,0) is more 
suited for the VIX dataset than the ARIMA(0,1,1) 
model, as the ARIMA(0,1,1) fails to capture even the 
slightest trend of the actual data in its forecast.  
 
Note that even the favorable ARIMA(1,0,0) model, 
which accurately forecasts the overall direction of the 
dataset, is still very simplistic. This is in part a result of 
the fact that ARIMA models (especially a (1,0,0) 
model) use very few past data points to make their 
forecast. For a dataset that has occasional large jumps 
and dips, this is a major limitation.  
 
 

4. CONCLUSION AND FUTURE WORK 
 
The team focused on stock volatility prediction using 
an ARIMA model time-series forecasting. A major 
focus of time and effort was dedicated to determining 
the optimal p, d, and q values based on analysis of data 
stationarity, ACF and PACF plots. Once these values 
were determined, the optimal ARIMA models were 
tested against historical VIX data to compare predicted 

and actual volatility to determine forecasting accuracy. 
The final solution then implemented a decision-
making algorithm which compared its forecasted 
volatility to the current volatility in order to suggest a 
favorable options trading strategy for greatest yield. 
  
Throughout the project, it was concluded that ARIMA 
models are quick and easy forecasting tools that can 
capture general trends and make reliable predictions on 
simpler and clean µvanilla¶ time-series data. However, 
it falls short in capturing the finer details in very 
volatile and noisy datasets, which would be necessary 
to make profitable bets in the stock market. Thus, if 
you require predictions which can capture the 
subtleties of a complex dataset, you may find more 
success using a different model, such as a recurrent 
neural network (RNN). As a next step, the team would 
like to implement an autoregressive RNN, which has 
the capability of being trained on more data and allows 
past predicted values to be fed back into the model to 
refine the predictions at each step. 
  
Another next step for the project would be to run the 
model against live price data and perform real options 
trading to get real results on profitability. If the results 
of these tests are accurate, the scope of this model 
could be expanded to include different stock indexes. 
This model has the potential to be powerful if it can 
predict on a wide variety of indexes, as it could be 
used to rapidly determine which options trading 
strategy are best suited in any situation. 
 
 

5. GITHUB REPOSITORY AND DEMO 
 
https://github.com/andrewmbrown/CUCAI2021_Demo 
 
https://share.streamlit.io/andrewmbrown/cucai2021_d
emo/main/main.py 
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Abstract: Stroke prevention methods were explored because strokes are the leading cause of death in Canada 
and the number of deaths is expected to grow over the next decade. As a solution to this problem, a model was 
created to predict a person¶s risk of haYing a stroke based on their physical traits and lifestyles. Current models 
that use facial recognition to detect strokes provide certain benefits but are less desirable than the proposed 
stroke prediction model as they cannot detect strokes before they happen. The team utilized a multilayer 
perceptron model on data containing attributes such as gender, blood pressure, and body mass index to predict 
a person's likelihood of stroke. The model was able to achieve a 96% accuracy on testing data.

1. INTRODUCTION 
 

1.1 Motivation  

Stroke is the third leading cause of death in Canada. 
Strokes are caused by the sudden loss of brain function 
that follows a brain blood vessel blockage or rupture. 
Its symptoms include loss of sensation, difficulty 
speaking, vision difficulties, headache, and loss of 
coordination [1].  

The effects of a stroke can range from mild to severe, 
and among those who survive their stroke, many never 
fully recover. According to Statistics Canada, 
approximately 36% of these survivors are left with 
significant disabilities five years after their stroke and 
more than 40% require assistance with activities of 
daily living [1]. 

In a study conducted in 2015 by the American Heart 
Association, the number of individuals experiencing 
the effects of stroke in Canada is projected to increase 
from 405 000 in 2013 to between 654 000 and 726 000 
in 2038 [2]. 

With the high rates of stroke in Canada and the 
expected growth in the next decade, the team was 
motivated to explore methods for stroke prediction and 
hence prevention. 

More specifically, different machine learning models 
for stroke detection were compared and optimized. 
 
1.2 Related Works  

There have been various studies on stroke prediction, 
including research conducted in 2018 that used images 
of facial features to determine whether a person has 
had a stroke [3]. 

They focused on the expressional asymmetry and 
mouth askew to make predictions. To classify facial 
stroke, the Support Vector Machine (SVM), Random 
Forest (RF), and Bayesian Classifier were adopted as 
classifiers. The research found that the recognition 
accuracy of SVM, Random Forest, and Bayes are 
100%, 95.45%, and 100%, respectively [3].  
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1.3 Problem Definition 

Models that use facial expressions require pictures to 
inform a patient if they are having a stroke. Rather 
than identify a case of stroke, the desired solution will 
XVe daWa Rn SeRSle¶V lifeVW\leV WR VWaWe WheiU likelihRRd 
of having a stroke. Not only is this data more 
accessible than pictures, but it can also prevent cases 
by giving patients their chance of stroke and allowing 
them to change their unhealthy habits. 
 

2. METHODOLOGY 

2.1 Data Generation 
 
Man\ facWRUV affecW Rne¶V VXVceSWibiliW\ WR VWURke, 
including gender, blood pressure, body mass index 
(BMI), and physical activity [4]. A dataset was 
sourced from Kaggle as it contains all the major stroke 
risk factors [5]. The dataset has 11 attributes and a 
label indicating whether each patient has had a stroke. 
 
A heatmap was used to analyze the correlation 
between all attributes and stroke. As seen in Figure 1, 
BMI has the weakest relationship to stroke, however, 
the performance decreased when the attribute was 
removed. BMI is also the only attribute containing null 
values which were all replaced with the BMI 
aWWUibXWe¶V mean.   
 

 
Figure 1: A heatmap used to visualize the relationship strength among 
attributes and stroke. 

2.2 Model Creation 
 
The selected model for this solution is a multilayer 
perceptron. MXlWila\eU SeUceSWURn¶V aUe a feedfRUZaUd 
neural network that have an input layer, an output 

layer, and hidden layers. Neural networks such as 
multilayer perceptron's are useful for predicting results 
based on input data because the networks are 
structured in different layers. 
 
After some testing with other types of models such as 
an SVC model, the team chose to use a multilayer 
perceptron because it is effective at handling a wide 
range of different features. Since the stroke detection 
data has 11 attributes, the results that the team got 
from the multilayer perceptron model were better than 
other models that we tested. 
 
2.3 Additional Analysis 
 
Further modifications were done to the model to 
optimize the multilayer perceptron model¶s 
performance. The number of epochs, nodes, and layers 
were varied to anal\]e WheiU imSacW Rn Whe mRdel¶V 
behavior. All modifications were evaluated by 
cRmSaUing Whe mRdel¶V maximum validation and 
training scores. 
 

3. RESULTS AND DISCUSSION 
 

Model Training       Testing    
V1 0.960  0.952   

V2 0.960  0.9508   

V3 0.9544  0.9615   

V4 0.9579  0.9532   
 
Table 1: Results of the different model variations. The training values are 
the model͛s accuracǇ during its training ǁhile the testing ǀalues are the 
model͛s accuracǇ on the test data͘ 

In the first version of our model, V1, values were 
normalized using a mapping function that takes in data 
and outputs an array of unique strings. The multilayer 
perceptron had a top layer with 10 nodes, a middle 
layer with 20 nodes, and an output layer with 3 nodes. 
The model was tested with 150 epochs and a batch size 
of 30.  
 
The first version of the model demonstrated overfitting 
after 16 epochs. Therefore, the second version, V2, 
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had only 30 epochs and another middle layer with 10 
nodes. However, as seen in Table 1, the testing 
accuracy for the second version decreased. 
 
For the third version of our model, V3, the number of 
nodes in each dense layer of the multilayer perceptron 
were modified. The number of nodes in the top layer 
was equal to the number of features, two middle layers 
were added with 30 nodes and 10 nodes respectively, 
and an output layer with 3 nodes was used.  
 
In the final version of the model, V4, the number of 
nodes was changed again for the four dense layers. In 
the top layer the number of nodes was again equal to 
the number of features. There were two middle layers 
with 40 nodes and 30 nodes, and an output layer with 2 
nodes.  
 
The third version produced the highest percent 
accuracy during testing and as such was selected as the 
final model. 
 

4. CONCLUSIONS AND FUTURE WORK 
 
The team built a model that predicts a person's chance 
of having a stroke given certain inputs. Using data to 
assess a person's risk of having a stroke may help 
assist doctors in identifying people who are at high risk 
and give them appropriate advice and treatment.  
 
The next steps for the model include testing different 
learning methods such as Random Forest to determine 
which learning method is optimal for this dataset. 
Although a multilayer perceptron model was selected 
because of its efficiency at handling multiple features, 
it is important to test other models. 
 
Furthermore, the model may be improved by testing 
out different methods of data preprocessing to know 
which data is most useful for predicting a stroke. For 
instance, other inputs can be removed or modified to 
see which inputs are important to getting an accurate 
prediction. 
 
Finally, more data should be collected to construct our 
own dataset to put our model to the test against current 
data.  
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Abstract: Over the past decade, deep learning has driven great progress in computer vision and 2D image 
understanding. On the other hand, 3-Dimensional image understanding is still comparatively immature. In recent 
years, RGB-D cameras combining visual and 3D shape information have become more accessible, enabling 
progress to be made in the field. In this paper, we test the hypothesis that RGB-D object recognition models can 
improve on state-of-the-art RGB models and propose a deep learning architecture that leverages the added depth 
information. Our proposed architecture encodes depth images into a geocentric embedding and makes use of two 
independent processing streams for the RGB and depth images. We train multiple models to control for and 
validate the effects of the added depth information. Our best model achieved an accuracy of 70.1% on a dataset 
of 51 classes.  
 
 

1. INTRODUCTION 

1.1 Motivation 
The extraction of a high-level understanding of three-
dimensional (3D) images is a fundamental problem in 
the field of computer vision. 3D image understanding 
has applications in areas including remote sensing, 
mapping, monitoring, autonomous-driving, 
virtual/augmented reality, and robotics [1]. Thus, 
models which can autonomously extract high-level 
information (such as recognizing objects) from 3D 
images are in high demand. 

In past decades, similar to 2D computer vision, research 
on 3D computer vision often employed classic machine 
learning methods like Support Vector Machines and 
Random Forests. [2]. However, with the increase of 
computational power and availability of data, deep 
learning has allowed for rapid development in both 2D 
and 3D computer vision [3].  

Our focus is on 3D sensed data in the form of so called 
RGB-D images. The format consists of a pair of images; 
a standard RGB image and a depth image. Depth images 
provide additional information about the 3D structure of 
the scene, and unlike RGB images, are invariant to 
lighting and are particularly useful in background 
separation [4]. 

1.2 Related Works  
One approach to the problem is to simply stack the RGB 
and depth images generating a 4-channel image and 
employ existing Convolutional Neural Network (CNN) 
architectures. However, Gupta et. al. [5] found that this 
approach does not make the most use of the geometric 
information encoded in the depth image. 

In one of the earlier papers on the subject, Socher et. al. 
[6] proposed a CNN-RNN architecture in which CNNs 
extract low-level translation-invariant features for RGB 
and depth images independently, then RNNs generate 
high-level global features. Eitel et. al. [7] used a similar 
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approach in which two different CNNs process the RGB 
and depth images independently, then fuse the output 
after passing it through two fully connected layers. 

1.3 Problem Definition 
In this paper, we aim to build an RGB-D deep learning 
object recognition model which makes good use of the 
depth information and outperforms RGB-only models. 
As input, the model takes an RGB-Depth image pair, 
and outputs a prediction of the class of the object 
present in the image. Through this process, we aim to 
develop an understanding of 3-dimensional images in 
the context of deep learning and gain insights that pave 
the way for further improvement in future research. 

2. METHODOLOGY 

2.1 Dataset 
We used the Washington University RGB-D dataset 
containing images of 300 common household objects 
organized into 51 categories. The dataset was collected 
using a Kinect-style 3D camera. The dataset is 84 GB 
large and contains 207,920 RGB-D images [8]. 

2.2 HHA Geocentric Encoding of Depth 
Information 

In 2014, Gupta et. al [5] proposed a geocentric 
embedding of depth images which transforms single-
channel depth images into a 3-channel representation. 
This representation encodes horizontal disparity, height 
above ground, and angle with gravity for each pixel 
(referred to as the HHA embedding). In their paper, they 
demonstrated that extraction of features from HHA 
images using CNNs learned stronger representations 
and achieved higher performance than raw depth 
images. 

 

Figure 1: A sample image from the dataset 

2.3 Proposed Architecture 
We proposed and validated a deep learning architecture 
based on two independent CNN processing streams for 
the RGB and depth images, respectively. In the RGB 
processing stream, we make use of the proven ResNet50 
2D CNN model to generate an RGB feature vector [9]. 
The depth image is transformed to the HHA geocentric 
encoding, then passed through a CNN feature extractor 
that we built from scratch. The RGB and depth feature 
vectors are then fused and passed through two fully 
connected layers before generating a class prediction. 

 

Figure 2: The architecture of RGB/Raw depth model 

2.4 Evaluation 
We trained four different models using different 
combinations of RGB, raw depth, and HHA to isolate 
for the impact of each. Namely, we built and trained 
depth-only, HHA-only, RGB-Depth, and RGB-HHA 
models on our dataset.  

We split the dataset into a training and test set by 
dedicating one object instance to the test set and leaving 
the rest for training. This was done to prevent data 
leakage since adjacent frames of the same object 
instance will look very similar.  
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3. RESULTS AND DISCUSSION 

First, our results demonstrate that a deep learning model 
can achieve reasonable accuracy in recognizing objects 
in depth-only images. Our raw depth model achieved a 
test accuracy of 40.5%. Thus, depth images have utility 
beyond just providing auxiliary information to RGB 
images. 
 
Table 1: Model performances 

Model Accuracy 

Depth-Only 40.5% 

HHA-only 48.0% 

RGB w/ Raw Depth 54.7% 

RGB w/ HHA 70.1% 

 
Second, our results confirm that the HHA geocentric 
representation of depth images improves performance 
in deep learning object recognition models. The HHA-
only model achieved notably higher accuracy than the 
raw depth model at 48.0%. The effect is even larger in 
the combined RGB and depth models. While RGB with 
raw depth achieved 54.7% accuracy, RGB with HHA 
achieved 70.1%. Thus, representing depth information 
in the HHA embedding improves performance for this 
model architecture. 

 
Figure 3: Confusion matrix of the RGB-HHA model 

Finally, we examined the learned weights of the RGB-
Depth models to further assess how useful the depth 
information was to the models. We did this by looking 
at the weights of the dense layer following the 
concatenated feature vector, and compared the weights 
associated with the RGB feature vector and the depth 

feature vector. We found the magnitudes of weights 
associated with depth information to be comparable to 
that of RGB information, especially when encoded in 
HHA. 
Table 2: Statistics of learned weights 

Statistic RGB w/ Raw Depth RGB w/ HHA 

 RGB Raw Depth RGB HHA 

Mean Abs. 
Value 

0.0449 0.0243 0.0233 0.0234 

Max 0.8412 0.1694 0.0467 0.0467 

Min -0.9376 -0.1694 -0.0467 -0.0467 

Std. Dev. 0.0712 0.0286 0.0269 0.0270 

 
4. CONCLUSIONS AND FUTURE WORK 

With the utility of depth information in object 
recognition models demonstrated, future research may 
be directed at optimizing performance further and 
pursuing the maximum possible accuracy. Our 
architecture makes use of two independent processing 
streams for the RGB and depth images; perhaps an 
architecture where information from the opposite 
stream is allowed to gradually seep in before the final 
fusion would result in a model that is more aware of the 
³fXll pictXre.´ Another promising application of depth 
information in computer vision is object segmentation, 
where 3-dimensional structure is especially important. 
This would be an interesting avenue for further research. 
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AbVWUacW: TKH XOWLPDWH JRDO RI WKLV ZRUN LV WR GHYHORS D YLGHR VXPPDUL]DWLRQ VHDUFK HQJLQH WKDW DOORZV XVHUV WR
LGHQWLI\ DQ REMHFW LQ D YLGHR VWUHDP LQ D ZD\ WKDW LV DQDORJRXV WR ILQGLQJ D ZRUG LQ D WH[W GRFXPHQW. DHWHFWURQ2,
D OLEUDU\ IRU UHDO WLPH REMHFW GHWHFWLRQ DQG VHJPHQWDWLRQ, LV XVHG WR VDPSOH YLGHRV WR H[WUDFW ZKDW REMHFWV
DSSHDU LQ LQGLYLGXDO IUDPHV. TKLV PHWDGDWD LV VDYHG DV KLJK-GLPHQVLRQDO YHFWRU HPEHGGLQJV XVLQJ BERT. TRSLF
PRGHOLQJ LV WKHQ UXQ RQ WKH DVVRFLDWHG VXEWLWOHV WR DXWRPDWLFDOO\ LQIHU YLGHR-FKDSWHUV WR IXUWKHU DLG VHPDQWLF
VHDUFK. OXU PRGHO VKRZV SURPLVLQJ 80% GHWHFWLRQ FRQILGHQFH DIWHU WUDLQLQJ RQ WKH LQLWLDO DQQRWDWHG LPDJHV.
TKH PRGHO FDQ EH LPSOHPHQWHG LQ UHVHDUFK DFURVV PXOWLSOH GLVFLSOLQHV WR LQFUHDVH HIILFLHQF\ ZKHQ DQDO\]LQJ
ORQJ YLGHR IRRWDJHV. FXWXUH ZRUN ZLOO HQDEOH RXU PRGHO WR OHDUQ RQOLQH VR WKDW XVHUV FDQ HDVLO\ ODEHO QRYHO
REMHFWV DQG DFWLYLWLHV IRU WKH PRGHO WR OHDUQ.

1. INTRODUCTION

1.1 MotiYation

We are cXrrentl\ in an information age, Zhere
Yast amoXnts of data continXe being prodXced. A lot
of that information is in the form of Yideo data.
According to a recent Cisco stXd\, b\ 2021, 82% of
consXmer internet traffic Zill be Yideo [1]. This is
not a sXrprise as a lot of the Yideo traffic that Ze
consXme from popXlar Yideo apps like TikTok to
large Yideo search engines like YoXTXbe are
omnipresent in toda\¶s digital age.

Video data has the XniqXe propert\ that it has to
be YieZed in order for YisXal information to be
e[tracted from it. For hXmans to YieZ thoXsands of
hoXrs of Yideo data can be time consXming to sa\

the least. OXr team is looking to find a Za\ to
aXtomate the process of finding information in
Yideos. We haYe bXilt an aXtomated search tool that
sXmmari]es Yideo content.  This Zork can be XsefXl
for a lot of applications to objects in a Yideo to find
it¶s location (timestamp).

A Yideo search tool that can sXmmari]e the Yideo
feeds of ³length\-Yideos´ to saYe time and promote
efficienc\.

The motiYation of creating this Zeb application Zas
to implement a solXtion to a problem that can
combine. OXr cXrrent application Xses anal\sis of
image segmentation to sXggest Yideo locations to
Zhere the object of interest is, and alloZs for search
& highlighting of appearances Zithin the Yideo
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1.2 Related Works

E[amination of cXrrent literatXre Zas done, and
there e[isted man\ different approaches to be taken
Zhen considering Yideo sXmmari]ation. In one
instance, researchers conYerted Yideos and
transcripts to a semantic space, and clXstering
techniqXes Zere applied to this data [2]. This
method Zas able to get a 58% aYerage score relatiYe
to manXal Yideo sXmmaries.

In another case, an algorithm Zas deYeloped to
anal\]e the difference betZeen tZo frames of a
Yideo, and b\ doing this determine ³ke\ frames´ of
a Yideo [3].

1.3 Problem Definition

We are tr\ing to address the problem of Yideo
search tools that can identif\ an object of interest in
a Yideo, and searching Yideo data in an aXtomated
fashion. This reqXires object detection anal\sis and
being able to highlight or segment an object from an
image frame in the Yideo. In oXr application, Ze
toXched on creating cXstomi]ed objects and trained
the data Detectron¶s Machine learning model.

2. METHODOLOGY

To sXmmari]e Yideos object recognition Zas first
considered. Rather than deYelop a model for this,
the P\Torch-based modXlar detection librar\
Detectron2 (FacebRRN ReVeaUch)[4] Zas Xsed.
Detectron2 proYides capabilit\ for object detection
in an image, fXrthermore segmentation. The idea
Zas that this becomes XsefXl for determining the
giYen objects in an image.

To make Xse of Detectron2, Ze diYided Yideos into
frames of a frame rate at 1 fps (1 frame cXt per
second of Yideo). Each frame Zas then sent to
Detectron2, and the YarioXs objects in that frame
Zere recorded along Zith this cXrrent frame
nXmber. After anal\]ing each frame of a Yideo, this
recorded frame and object data Zas sent to the

frontend UI interface as a JSON and parsed to be
shoZn as timestamps to the Xser.

This remains the basic pipeline for operation,
fXrthermore, Detectron2 also proYides fXnctionalit\
for adding cXstom objects to it. CXstom objects
Zere added to Detectron2 for a greater e[pansion of
domain specific objects. Images Xsed to train
cXstom objects Zere scraped from google images
Xsing a bXlk image doZnloader chrome e[tension.
For 50 of scraped images annotated to Detectron2
for training, the model \ielded 80% accXUac\ for
testing object recognition for the cXstom item.

FLJXUe 1: A cXVWRP LPaJe beLQJ LdeQWLfLed b\ DeWecWURQ2

3. RESULTS AND DISCUSSION

We ZoXld like to Yalidate oXr Zork b\ comparing
oXr application¶s detection mechanism to hXmans
Zho Zill mark the locations of objects and record
their timestamps as oXr gold standard marker.

FLJXUe 2: TRWaO ORVV LWeUaWed RYeU 300 eSRcKV
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The plotted graph displa\s the total loss of the
model for a cXstom object in oXr model oYer a
series of epochs. The Detectron2 model did Yer\
Zell at adding cXstom objects to itself, eYen Zith a
³small´ amoXnt of train images (50). These resXlts
indicate that training of Detectron2 onto more
images Zill generate a more accXrate object
classifier. Some Xncertaint\ appeared hoZeYer Zith
some objects Zhen placement in a giYen Zas not
tZo dimensional.

For instance, some objects appeared facing into the
photo, bXt since man\ google images for training
Zere facing hori]ontal or Yertical, Detectron2 had
issXes classif\ing these objects sometimes. Another
issXe Zas Zith misclassification, as some objects
Zere being misclassified as a Yegetable, bXt Zere a
Yehicle. The giYen Yehicles Zere boats, and the
Yegetable Zas broccoli, so the issXe likel\ is
associated Zith the pol\gon shape that Detectron2
Xses for recognition.

4. CONCLUSIONS AND FUTURE WORK

OYerall, the attempted solXtion aims to solYe the
problem of detecting objects from a Yideo Xsing
NLP topical anal\sis proYided b\ Detectron2. An
aXtomatic Yideo search tool sXch as this has a
Yariet\ of applications in man\ different indXstries
sXch as sXrYeillance, cXstom object detection and
man\ more.

In a giYen Yideo file, there coXld be a series of
frames that detects a certain object, hoZeYer, some
frames in the range can be blXrr\ or distorted Zhich
Detectron2 does not recognise and therefore the
algorithm splits the object into tZo, eYen thoXgh
the\ shoXld be one object. One of the Za\s to
address this issXe ZoXld be to create a smooth
fXnction that can predict the gaps in a series of
frames Zhich are blXrr\ or distorted.

The method of data collection for neZ object
addition is cXmbersome, so another priorit\ that

remains is to aXtomate this. This can be done b\
e[ploring Xse of the TRURQWR DDWD PODWIRUP Zhich
assists hXman annotation, or b\ deYeloping a tool.
Additionall\, fi[ing the issXes pertaining image
orientation in 2D space can be fi[ed Xsing YarioXs
data aXgmentation techniqXes.
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Abstract: Voiceprint recognition is the process by which a trained model identifies the specific individual who 
is speaking arbitrary phrases. Speaker recognition is distinct from speech recognition, which involves 
converting spoken words to text, but these two types of systems are often combined in practice, as is the case 
with virtual assistants such as Siri, Alexa and Google Assistant. Currently, largely due to the training 
approaches used, many speaker recognition models can only identify speakers when a specific phrase is uttered 
by the speaker. In an attempt to address this issue, and to create a complete voiceprint recognition system, we 
have developed a multi-faceted software application in python. The application includes a neural network, a set 
of features that allow for flexible training on multiple words and phrases, and a user-friendly GUI. Our 
application can identify speakers with roughly 80% accuracy, although we are currently working to improve 
that. We plan on continuing to experiment with different approaches for training, with the goal of maximizing 
identification accuracy even when the speaker uses novel words and phrases. Future uses of our software could 
include audio captioning/transcription, and authentication for security or customer service purposes.  

1. INTRODUCTION 
1.1 Motivation  
Accurate voiceprint recognition systems are becoming 
increasingly important to develop more accessible and 
secure technology [1]. Voiceprint recognition models 
are used in areas such as voice assistants, two-step 
authentication security systems and customer service 
[2]. Two areas in which existing voiceprint recognition 
systems could improve are their ability to accurately 
differentiate between two speakers and their ability to 
accurately identify whether it is the same person 
speaking but under different conditions. These systems 
identify more than just speech itself; they are also 
taking background noise, echoes, and other sound 
features into account, all while constrained by the 
hardware upon which the sound source is recorded.  
 
We sought to build a voiceprint recognition model 
which could accurately differentiate between speakers 
in real time. 
 

1.2 Related Works  
In the past, the most common approaches to voiceprint 
recognition and verification models were Gaussian 
Mixture Models (GMMs) and hidden Markov Models 
(HMMs). The more common approach currently, and 
the one we developed, was using a convolutional 
neural network (CNN). The advantages and 
disadvantages of these approaches can be summarized 
by MiQg\X Ma¶V SaSeU [3], or by this Microsoft 
Research Paper [4] from 2014. One advantage of using 
a CNN is that it promotes more flexibility in handling 
the natural variability in speech. For a few years, the 
CNN has been known to be an effective approach for 
identifying and verifying voice using machine 
learning. 
 
1.3 Problem Definition 
Using a CNN, we sought to build a model which could 
accurately identify speakers in real time using multi-
phrase voiceprint recognition with the aim of 
discovering improved ways of collecting and cleaning 
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training data to maximize the accuracy of 
identification. 
   

2. METHODOLOGY 
2.1  Prototype 
In building a multi-phrase voiceprint recognition 
system, our team started by implementing a single-
phrase system. This initial system was modelled after 
JXUgeQ AUiaV¶V ZRUN RQ YRice cOaVVificaWiRQ, and used 
Librosa, Keras (sequential neural network), and 
MFCCs (Arias, 2019). To fully test our initial single 
voice classification system, we used data from an 
open-source Alexa dataset containing 86 users saying 
the word Alexa 4 times. Our group added data of 
ourselves saying Alexa 4 times to add to this data and 
ensure that the model is working through testing.  
  
2.2  Data Processing 
To convert audio to data that can be understood by the 
model, our group split the original audio file into 40 
different audio chunks. For each chunk, a coefficient, 
namely a Mel-Frequency Cepstrum Coefficient 
(MFCC) was created. This MFCC was generated 
based on the frequency of the audio chunk put through 
a Fourier transform to bias the coefficient towards 
small changes in frequency. This created a 40 long 
decimal array that was fed into the model.  
  
Before the training of the model, the data needed to be 
processed in order to avoid overfitting and ensure that 
the model focused on the correct indicators. An 
example of a situation that we wanted the model to 
avoid paying attention to is the time in-between the 
start of the recording and the first sound. To prevent 
the model from focusing on this, we utilized Librosa to 
add a hamming window to our data, which softened 
out large changes in audio. We also used a noise 
removal formula to help limit the bias of background 
noise from different microphones. Using the single 
phrase system, our team tried to increase the efficiency 
of the model and create code that can be expanded 
upon with future iterations of the model.   
  
2.3  Final Design 

After obtaining satisfactory results with the single 
phrase system, our team split up to build out as many 
features as possible for the final design. A data 
collection system that works with the previous model 
requires sentences to be split up into words. Our team 
used PyDub (the python library) to analyze full 
sentences and return separate audio files of all the 
individual words used. This relied on the silences in-
between words  and greatly sped up the data collection 
process. Next, we increased the accuracy of the model 
by iterating on the model. For example, the audio 
chunk number of 24 was determined a better indicator 
than the original 40. The last task was to bring all these 
pieces together into an application with a simple UI. 
The most significant feature of the UI is to test the 
model live using live input from a microphone while 
continually updating the UI. 
 

3. RESULTS AND DISCUSSION 
 

We trained the final model on 4 subjects using 35 
seconds of speech data per subject. We broke the data 
up into between 60 and 70 audio chunks based on how 
fast the subject spoke. We evaluated the model in 2 
ways: using prerecorded test data of each subject, and 
with live input during a meeting between the 4 
subjects. The model had 88% accuracy on the test data. 
It averaged 80% accuracy during the live input, 
however it varied with different conversations. During 
presentations, when subjects spoke one at a time 
without interruption, the model reached 88% accuracy, 
however during regular meetings where there was a lot 
of back and forth, the accuracy averaged 72%. The 
lower accuracy during the live input was expected for 
a few reasons. First, conversations between subjects 
often have audio input from more than one party, in 
the form of background noise or talking over each 
other. And second, we had to collect the audio over set 
intervals to update the GUI, so we had to balance the 
speed of the prediction in the GUI with the quality of 
the audio chunks we collected.  
 
We chose to only use 35 seconds of audio data for 
training because we prioritized usability during 
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meetings and presentations, and we wanted to be able 
to easily add subjects to the training set during the 
demonstration at CUCAI 2021. For different 
applications with more subjects or where higher 
accuracy is required, more training data should be used 
so that the model has more data to learn the unique 
identifiers of each subject.  
 
A limitation we had was that we were displaying the 
predictions live. This meant we had to cut audio into 
intervals before breaking it up naturally, so we often 
had words cut in half at the beginning and end of 
intervals. For different applications, for example 
transcription, the audio would be broken up more 
naturally after it was all recorded, and would have 
better accuracy. 

 
4. CONCLUSIONS AND FUTURE WORK 

 
The progression from a single phrase model to a multi-
phrase model went smoothly, and the final model 
performed well considering the limited amount of 
speech data that was used to train it. In the final stages 
of development, various software components were 
successfully merged into a usable application. As 
outlined in the previous section, there are certain 
limitations on what the final model can do, and more 
robust testing under various conditions is still required. 
Nonetheless, results so far have been very promising, 
and there do not appear to be any insurmountable 
barriers to further improvement of the model. Future 
work could include continuing to search for better 
phrases to train the model on, and continuing to 
optimize the identification accuracy through tuning of 
the model parameters.  
 
Many of the major applications of voice identification 
technology are in authentication for security and 
customer service purposes, and in audio captioning. In 
the security and customer service space, our 
application could be used in conjunction with other 
methods to allow for real-time, continuous verification 
of identity while a speaker is speaking. Our application 
could also be used in digital audio captioning to 
identify a speaker across multiple audio files. 
Ultimately, speaker identification is a very general 

problem, so our application could be useful in many 
different contexts. 
 

REFERENCES 
 

[1] S.M. Schwartz (2017). Multi-Agent Path 
Planning for Lo-cating a Radiating Source in 
aQ UQNQRZQ EQYiURQPeQW.MaVWeU¶V  TheViV,  
Department  of  Mechanical  Engineer-ing, 
Embry-Riddle Aeronautical University. 

[2] M.  Vrigkas,  C,  Nikou,  and  I.  
KaNadiaUiV,  ´A  ReYieZ  Rf  HXPaQAcWiYiW\ 
RecRgQiWiRQ MeWhRdV´, FUont. Robot. AI, 16 
November 2015. 

[3] M.  AO]ahUaQi,  S.  KaPPRXQ,  ´HXPaQ  
Activity  Recognition:  Chal-lenges  and  
Process  Stages´,IQWeUQaWiRQaO  JRXUQaO  Rf  
Innovative  Re-search in Computer and 
Communication Engineering, Vol. 4, Issue 
5,May 2016. 

[4] C.  McDaQieO,  S.  QXiQQ,  ´DeYeORSiQg  a  
Start-to-Finish  Pipeline  forAccelerometer-
Based  Activity  Recognition  Using  Long  
Short-TermMemory Recurrent Neural 
NeWZRUNV´,PROC. OF THE 17Wh PYTHONIN 
SCIENCE CONF, 2018 

[5] J. AUiaV, ³VRice COaVVificaWiRQ,´ GitHub, 07-
Dec-2019. [Online]. Available: 
https://github.com/jurgenarias/Portfolio/tree/ma
ster/Voice%20Classification. [Accessed: 17-
Mar-2021]. 

75

https://github.com/jurgenarias/Portfolio/tree/master/Voice%20Classification
https://github.com/jurgenarias/Portfolio/tree/master/Voice%20Classification

